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系外惑星大気へのさまざまなアプローチ 

(ホットジュピターHD209458bを例に)
• 初めて見つかったトランジット・ホットジュピター 

• 0.7 MJ, 1.9 RJ, 0.05 AU, Teff~ 1130 K (主星: G0型, 49 pc) 

• 大気についてもっともよく調べられている系外惑星の一つ



系外惑星大気観測の幕開け
Image Credit:NASA https://exoplanets.nasa.gov/resources/297/a-planets-transmission-spectrum/

Charbonneau+ (2002) 
惑星大気によるNaの吸収 & 雲 ? 

Prediction by Seager & Sasselov (2000)

Na

透過光分光

We bin nNa(t) in time and plot these results in Figure 4.
These further illustrate that we have observed a deeper
transit in the sodium band.

We investigate the possibility that the observed decre-
ment is due to nonlinearity in the STIS CCD. Because the
observed value of DnNa is !2.32 " 10!4 for a change in
mean intensity from in-transit to out-of-transit of
!1.6 " 10!2, a nonlinearity of#1% across this range would
be required. Gilliland, Goudfrooij, & Kimble (1999) derive
an upper limit that is an order of magnitude lower than this.
We further test this effect directly by selecting 18 strong stel-
lar absorption features in our observed wavelength range.
For each spectral feature, we define a set of bandpasses with
the same wavelength range as those listed in Table 1, but
now centered on the spectral line. We derive Dn and Dm for
each of these as in equation (5). The results are shown in
Figure 5. We find no correlation of either Dn or Dm with
spectral line depth. These tests also confirm our evaluation
of the precision we achieve in equation (5). We find that the
values of Dn or Dm are normally distributed, with a mean
consistent with 0 and a standard deviation as we found
above (eq. [5]).

3. COMPARISON WITH THEORETICAL PREDICTIONS

As described above, the quantity that we observe is the
difference between the transit depth in a band centered on

the Na D lines and the average of that of two flanking
bands, as a function of time from the center of transit. We
designated these time series nNa(t),mNa(t), andwNa(t) above.
We wish to compare these results with models of the plane-
tary atmosphere. Several steps are required to transform the
model predictions into the same quantity as the observable,
and we describe these steps here.

We first produce several model calculations of the change
in the effective planetary radius as a function of wavelength,
as prescribed by Brown (2001). For all the models, we use

Fig. 2.—Unbinned time series nNa (top), mNa (middle), and wNa (bottom)
as a function of absolute time from the center of transit. The means of the
in-transit values of nNa andmNa are both significantly offset below 0.

Fig. 3.—Black solid line: Histogram of the out-of-transit values of nNa
(Fig. 2, top panel ). Black dashed curve: Gaussian distribution, with a mean
of 0 and ! = 5.5 " 10!4, as prescribed from photon noise predictions,
normalized to the same area. Gray solid line: Histogram of the in-transit
values of nNa, renormalized to the same number of observations as the
black solid line. Gray dashed curve: Gaussian distribution with the same !
as the black curve, but with a mean of !2.32 " 10!4 (the observed value).
The gray histogram is significantly offset from 0.

Fig. 4.—Top: Unbinned time series nNa (Fig. 2, top panel ).Bottom: These
data binned in time (each point is the median value in each bin). There are
10 bins, with roughly equal numbers of observations per bin (42). The error
bars indicate the estimated standard deviation of the median. The solid
curve is a model for the difference of two transit curves (described in x 3),
scaled to the observed offset in the mean during transit,
DnNa = !2.32 " 10!4.
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Figure 14. Transmission spectrum of HD 209458b derived from HST spec-
troscopy. Our WFC3 results are the solid points. The open squares are our
re-analysis of the STIS bands defined by Knutson et al. (2007b), and the dia-
mond is the narrow sodium band absorption from Charbonneau et al. (2002).
The red line is the transmittance spectrum from an isothermal Burrows model,
having an extra opacity of gray character and magnitude 0.012 cm2 g−1. The
red diamond integrates the red model over the sodium bandpass. The blue line
is a Dobbs-Dixon model for HD 209458b, with no gray opacity, but with λ−4

(Rayleigh) opacity, normalized to magnitude 0.001 cm2 g−1 at 0.8 µm. Be-
cause the blue model has no gray opacity, we scale-down the modulation in this
spectrum by a factor of three for this comparison (see text).
(A color version of this figure is available in the online journal.)

the sodium case; Charbonneau et al. (2002, p. 383) remarked
that if the sodium weakness is attributed solely to clouds, then
it “would require . . . cloud tops above 0.4 mbar.” Fortney et al.
(2003) concluded that silicate and iron clouds could reside at
pressures of several millibars in the atmosphere of HD 209458b.
As concerns alternate explanations, note that Figure 13 implies
a semi-forbidden region, where no contours pass into the lower
right of the plot. The cloud-top pressure levels depicted on
the right of Figure 13 imply a clear atmosphere, and even our
lowest modeled mixing ratio (−5.2 in the log) is not sufficient
to weaken the band to account for our observations if the
atmosphere is clear. The total column density along the line
of sight at high pressures in the tangent geometry is so large
that even unrealistically small mixing ratios are insufficient to
weaken the band to the observed degree, in the absence of other
water-destruction mechanisms such as photolysis (unlikely in
the deep atmosphere). We conclude that we are not observing a
clear atmosphere.

Figure 14 shows our full HD 209458b transit depth spectrum
(R2

p/R2
s ), combining both our WFC3 and re-analyzed STIS re-

sults. The combination of these data span wavelengths from
0.2 to 1.6 µm with a consistent observed lower envelope and
overall level in R2

p/R2
s . We first add the caveat that systematic

differences might still remain between the overall level of the
STIS and WFC3 transit depths, in spite of the seeming con-
sistency. Nevertheless, Figure 14 represents the best composite
optical/near-IR transmission spectrum of HD 209458b to date,
so we proceed to ask what it reveals about the exoplanetary
atmosphere.

Now, we compare this combined spectrum to two models.
First, we used a grid of spectra by Adam Burrows, based on a

1200 K isothermal temperature structure, as used above. The
grid utilizes the methodologies described by Burrows et al.
(2001) and Burrows et al. (2010) and Howe & Burrows (2012),
but it incorporates different amounts of extra gray opacity.
We interpolate in this grid to find that an extra opacity of
0.012 cm2 g−1 matches the 1.4 µm water absorption at the
bandhead, and provides suitably low absorption at 1.15 µm.
The lowering of the 1.15 µm absorption occurs because that
intrinsically weaker band requires a longer path length to
produce significant absorption, and long path lengths are masked
by the extra opacity. A Burrows isothermal model having no
extra opacity (not illustrated) shows a much more prominent
peak at 1.15 µm.

The profile of the 1.4 µm band is not matched optimally
by the isothermal models, not as well as on Figure 10 for
example. The real absorption line of sight passes through
different temperatures on day and night hemispheres of the
planet. Figure 10 accounts (crudely) for different temperatures
along the line of sight, not included in the isothermal model
for Figure 14. Including that line-of-sight temperature variation
may be essential to matching the band profile.

The Burrows model on Figure 14 is sufficiently high-
resolution in wavelength to permit meaningful comparison with
the sodium absorption measured by Charbonneau et al. (2002)
and Snellen et al. (2009). We plot the “narrow” band absorption
from Charbonneau et al. (2002) on Figure 14 (triangle point
with error bar). The Snellen et al. (2009) results (not plotted)
are consistent with Charbonneau et al. (2002), considering the
different bandpasses. Integrating the Burrows model having
0.012 cm2 g−1 extra opacity over the band used by Charbonneau
et al. (2002; red diamond point) produces agreement within the
error bar.

One aspect of the observations that are not reproduced by
the simple isothermal Burrows model with gray opacity is the
tendency toward increasing radius in the blue and UV, at
the left edge of Figure 14. An increase of transit radius at
short wavelength may be related to the absorber that causes
a temperature inversion in this planet (Burrows et al. 2007). It
may also be produced by Rayleigh scattering from a population
of small particles, which we do not include in the Burrows
calculations for Figure 14 (but Rayleigh scattering by molecules
is included). In this regard, we overplot a model from Ian Dobbs-
Dixon (blue line on Figure 14), based on the methods described
in Dobbs-Dixon et al. (2012). This model uses a full radiative
hydrodynamic treatment of the temperature structure, which
may explain why it produces a better (but not perfect) account
of the 1.4 µm band profile. It has no extra gray opacity, but it
incorporates extra opacity of 0.004 cm2 g−1 at 0.8 µm, with a
λ−4 dependence. Because that Rayleigh opacity is concentrated
at short wavelengths, we must scale the modulation in the
modeled spectrum downward by a factor of three to match the
observed 1.4 µm band. That scaling is unphysical, but it allows
us to judge the relative importance of gray versus Rayleigh
opacity that will be needed to match the observations. After
scaling, the blue line produces relatively good agreement with
the 1.4 µm data, but overestimates the 1.15 µm feature as well
as slightly overestimating the increase in absorption in the blue
and UV.

Finally, we point out one notable discrepancy in the model
comparisons. The STIS point near 0.95 µm cannot be repro-
duced by models while still being consistent with our 1.4 µm
band measurement. Barman (2007) argued for water vapor in
HD 209458b based in part on the STIS data near 0.95 µm, but

15

The Astrophysical Journal, 774:95 (17pp), 2013 September 10 Deming et al.

Figure 14. Transmission spectrum of HD 209458b derived from HST spec-
troscopy. Our WFC3 results are the solid points. The open squares are our
re-analysis of the STIS bands defined by Knutson et al. (2007b), and the dia-
mond is the narrow sodium band absorption from Charbonneau et al. (2002).
The red line is the transmittance spectrum from an isothermal Burrows model,
having an extra opacity of gray character and magnitude 0.012 cm2 g−1. The
red diamond integrates the red model over the sodium bandpass. The blue line
is a Dobbs-Dixon model for HD 209458b, with no gray opacity, but with λ−4

(Rayleigh) opacity, normalized to magnitude 0.001 cm2 g−1 at 0.8 µm. Be-
cause the blue model has no gray opacity, we scale-down the modulation in this
spectrum by a factor of three for this comparison (see text).
(A color version of this figure is available in the online journal.)
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As concerns alternate explanations, note that Figure 13 implies
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of sight at high pressures in the tangent geometry is so large
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sistency. Nevertheless, Figure 14 represents the best composite
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by the extra opacity. A Burrows isothermal model having no
extra opacity (not illustrated) shows a much more prominent
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The profile of the 1.4 µm band is not matched optimally
by the isothermal models, not as well as on Figure 10 for
example. The real absorption line of sight passes through
different temperatures on day and night hemispheres of the
planet. Figure 10 accounts (crudely) for different temperatures
along the line of sight, not included in the isothermal model
for Figure 14. Including that line-of-sight temperature variation
may be essential to matching the band profile.

The Burrows model on Figure 14 is sufficiently high-
resolution in wavelength to permit meaningful comparison with
the sodium absorption measured by Charbonneau et al. (2002)
and Snellen et al. (2009). We plot the “narrow” band absorption
from Charbonneau et al. (2002) on Figure 14 (triangle point
with error bar). The Snellen et al. (2009) results (not plotted)
are consistent with Charbonneau et al. (2002), considering the
different bandpasses. Integrating the Burrows model having
0.012 cm2 g−1 extra opacity over the band used by Charbonneau
et al. (2002; red diamond point) produces agreement within the
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One aspect of the observations that are not reproduced by
the simple isothermal Burrows model with gray opacity is the
tendency toward increasing radius in the blue and UV, at
the left edge of Figure 14. An increase of transit radius at
short wavelength may be related to the absorber that causes
a temperature inversion in this planet (Burrows et al. 2007). It
may also be produced by Rayleigh scattering from a population
of small particles, which we do not include in the Burrows
calculations for Figure 14 (but Rayleigh scattering by molecules
is included). In this regard, we overplot a model from Ian Dobbs-
Dixon (blue line on Figure 14), based on the methods described
in Dobbs-Dixon et al. (2012). This model uses a full radiative
hydrodynamic treatment of the temperature structure, which
may explain why it produces a better (but not perfect) account
of the 1.4 µm band profile. It has no extra gray opacity, but it
incorporates extra opacity of 0.004 cm2 g−1 at 0.8 µm, with a
λ−4 dependence. Because that Rayleigh opacity is concentrated
at short wavelengths, we must scale the modulation in the
modeled spectrum downward by a factor of three to match the
observed 1.4 µm band. That scaling is unphysical, but it allows
us to judge the relative importance of gray versus Rayleigh
opacity that will be needed to match the observations. After
scaling, the blue line produces relatively good agreement with
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Finally, we point out one notable discrepancy in the model
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duced by models while still being consistent with our 1.4 µm
band measurement. Barman (2007) argued for water vapor in
HD 209458b based in part on the STIS data near 0.95 µm, but
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the Solar and Heliospheric Observatory (SOHO)9 during the last
solar cycle from 1996 to 2001, that is, from quiet to active Sun.
During this time, the total solar Lyman a flux varies by about a
factor of two, while its In/Out ratio varies by less than^6%.Within
a few months, a time comparable to our HD209458 observations,
the solar In/Out ratio varies by less than^4%. This is an indication
that the absorption detected is not of stellar origin but is due to a
transient absorption occurring during the planetary transits.

A bright hot spot on the stellar surface hidden during the
planetary transit is also excluded. Such a hot spot would have to
contribute about 15% of the Lyman a flux over 1.5% of the stellar
surface occulted by the planet, in contradiction with Lyman a
inhomogeneities observed on the Sun10. Furthermore, this spot
would have to be perfectly aligned with the planet throughout the
transit, at the same latitude as the Earth’s direction, and with a
peculiar narrow single-peaked profile confined over the In spectral
region. It seems unlikely that a stellar spot could satisfy all these
conditions.

Finally, we confirmed with various tests that there are no
correlations between the geocoronal variations and the detected
signature in absorption. One method is presented in Fig. 4,
showing that a contamination of the In domain by the geocorona
is excluded. We thus conclude that the detected profile variation
can only be related to an absorption produced by the planetary
environment.
The observed 15% intensity drop is larger than expected a priori

for an atmosphere of a planet occulting only 1.5% of the star.
Although the small distance (8.5 stellar radii) between the planet
and the star results in an extended Roche lobe11 with a limit at about
2.7 planetary radii (that is, 3.6 Jupiter radii), the filling up of this
lobe gives a maximum absorption of about 10% during the
planetary transit. Because a more important absorption is detected,
hydrogen atomsmust cover a larger area: a drop of 15% corresponds
to an occultation by an object of 4.3 Jupiter radii. This is clearly
beyond the Roche limit as theoretically predicted6. Thus some
hydrogen atoms should escape from the planet. The spectral
absorption width shows independently that the atoms have large
velocities relative to the planet. Thus hydrogen atoms must be
escaping the planetary atmosphere.
We have built a particle simulation in which we assumed that

hydrogen atoms are sensitive to the stellar radiation pressure

Figure 2 The HD209458 Lyman a profile observed with the G140M grating. The

geocoronal emission has been subtracted; the propagated errors are consequently larger

in the central part of the profile, particularly in the Geo domain (see text). Dl represents

the spectral resolution. a, The thin line shows the average of the three observations
performed before the transits (exposures A1, B1 and C1); the thick line shows the average

of the three observations recorded entirely within the transits (exposures A2, B3 and C3).

Variations are seen in the In domain as absorption over the blue peak of the line and

partially over the red peak (between 2130 km s21 and 100 km s21). Quoted velocities

are in the stellar reference frame, centred on 213 km s21 in the heliocentric reference

frame. b, ^1j error bars. c, The ratio of the two spectra in the In domain, the spectra
being normalized such that the ratio is 1 in the Out domain. This ratio is plotted as a

function of l1 using l2 ¼ 1;216:10 !A (triangles), and as a function of l2 using

l1 ¼ 1;215:15 !A (circles). The ratio is always significantly below 1, with a minimum at

l1 ¼ 1;215:15 !A (2130 km s21) and l2 ¼ 1;216:10 !A (100 km s21). In the domain

defined by these values, the Lyman a intensity decreases during the transits by

15 ^ 4%. The detection does not strongly depend on a particular selection of the

domain. While the decrease of the Lyman a intensity is not sensitive to the position of l2,

it is more sensitive to the position of l1, showing that most of the absorption occurs in the

blue part of the line. Using the whole domain where the absorption is detected, the

exoplanetary atmospheric hydrogen is detected at more than 3j.

Figure 3 Relative flux of Lyman a as a function of the HD209458’s system phase.

The averaged ratio of the flux is measured in the In (1,215.15–1,215.50 Å and 1,215.80–

1,216.10 Å) and the Out (1,214.40–1,215.15 Å and 1,216.10–1,216.80 Å) domains in

individual exposures of the three observed transits of HD209458b. The central time of

each exposure is plotted relative to the transit time. The vertical dashed lines indicate the

first and the second contact at the beginning and the end of the transit; the exposures A1,

B1 and C1 were performed before the transits, and the exposures A2, B3 and C3 were

entirely within the transits. The ratio is normalized to the average value of the three

observations completed before the beginning of the transits. The ^1j error bars are

statistical; they are computed through boot-strap estimations (see text). The In/Out ratio

smoothly decreases by around 15% during the transit. The thick line represents the

absorption ratio modelled through a particle simulation which includes hydrogen atoms

escaping from the planet. In this simulation, hydrogen atoms are sensitive to the radiation

pressure above an altitude of 0.5 times the Roche radius, where the density is assumed to

be 2 £ 105 cm23; these two parameters correspond to an escape flux of ,1010 g s21.

The stellar radiation pressure is taken to be 0.7 times the stellar gravitation. The mean

lifetime of escaping hydrogen atoms is taken to be 4 h. The model yields an atom

population in a curved comet-like tail, explaining why the computed absorption lasts well

after the end of the transit.
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透過光分光  (1)

Na, H, CO, H2O,  
Fe, He…

H2O



透過光分光 (2): 分子吸収線の高分散分光

This means that on average per spectrum the CO signal as presented
in Fig. 1 and 2 is present at a 1s level.

Our direct detection of absorption lines leads to an unambiguous
identification of carbon monoxide in the atmosphere of HD 209458b,
and allows us to determine the CO abundance. Although transmission
spectra are significantly less dependent on the thermal structure of the
atmosphere than are dayside spectra, the uncertainty in the CO
volume mixing ratio is dominated by the uncertainty in the planet’s
pressure–temperature profile, and by the uncertainty in the level of
masking of CO by CH4 in the atmosphere. The amplitude of the cross-
correlation signal is a factor of 2.8 stronger than the signal expected
from our initial transmission model (with a CO volume mixing ratio
of 2 3 1024). This was determined by adding the initial model CO
spectrum with varying multiplication factors to our data early on in
the reduction process, and by subsequently measuring and comparing
the strength of the resulting cross-correlation signals. We produced
models with varying CO, CH4 and H2O mixing ratios and atmo-
spheric temperatures, and compared the amplitude of their cross-
correlation signals with that observed. This results in a CO volume
mixing ratio of (1–3) 3 1023. In the same way we converted the non-
detections of H2O and CH4 to 3s upper limits for the water and
methane volume mixing ratios of 3 3 1023 and 8 3 1024 respectively.
Abundance estimates from a dayside spectrum18 suggest that the mix-
ing ratios of CH4, H2O and CO2—(2–20) 3 1025, (0.1–10) 3 1025

and (0.1–1) 3 1025 respectively—are all significantly lower than what
we derive for CO. Although the derived abundances are preliminary,
our models suggest that the C/H ratio in the upper atmosphere of
HD 209458b is a factor of 2–6 higher than that of the parent star.

Gaussian fitting of the integrated CO signal shows that it appears
blueshifted with respect to the systemic velocity of the host star by
about 2 km s21, indicative of atmospheric dynamics. To assess the
significance of the blueshift we added series of model CO spectra to
the data as above, but with random systemic velocities for the host
star between 650 km s21. We determined the 1s uncertainty of the
radial velocity of the CO signal to be 1 km s21 by comparing the
offsets between the injected and measured velocities. This indicates
that the observed blueshift of the CO signal is statistically significant
at a 95% confidence level. Sound speeds in the upper layers of hot
Jupiters19,20 are expected to be typically 3–4 km s21, and winds at a
substantial fraction of this speed are indeed possible. Because with
transmission spectroscopy we probe the atmospheric region near the
planet’s terminator, the blueshift indicates a velocity flow from the
dayside to the nightside at pressures in the range 0.01–0.1 mbar, as
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Figure 2 | The expected carbon monoxide signal as function of the planet
orbital velocity. The observed CO signal is shown in greyscale as in Fig. 1.
The dotted lines indicate the expected change in radial velocity of the planet
over the transit for orbital velocities of 50, 100 and 150 km s21. We
determined the planet orbital velocity to be 140 6 10 km s21 (1s) using chi-
squared analysis. The orbital velocities of both the planet and the star around
the planet–star centre-of-mass are known, allowing the masses of both
objects to be determined using solely Newton’s law of gravitation:
M1 5 1.00 6 0.22MSun and M2 5 0.64 6 0.09MJup (1s).
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Figure 1 | CO signal in the transmission spectrum of exoplanet
HD 209458b. The cross-correlation is shown between a template spectrum
of 56 CO lines and Very Large Telescope spectra of HD 209458 taken
between a planet orbital phase of 20.025 , h , 0.035. The beginning and
end of the transit are at h 6 0.018. The systemic velocity21 of the host star
HD 209458a is 214.77 km s21 (blueshifted), and the velocity of the Paranal
observatory in the direction of the star is 11.0 km s21 at the time of
observation. This means that a planet’s CO signal is expected to be
blueshifted by ,26 km s21 at mid-transit, exactly where a faint signal is
present in the data. a and b show the same data, with the linear greyscales
indicating the cross-correlation signal (dark means absorption). In a the
cross-correlation is plotted as a function of the geocentric radial velocity, and
in b the cross-correlation is plotted in the rest-frame of the host star, showing
the CO signal in the centre. During the transit, the planet signal moves by
30 km s21 owing to the change in the radial component of the planet’s orbital
velocity. For the cross-correlation in c, our initial model transmission
spectrum of CO was added to the data at three times the nominal level, to
demonstrate the resemblance to the observed signal.
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Figure 3 | The carbon monoxide signal integrated over the transit. The
cross-correlation signal from all spectra taken during the transit were
combined assuming a planetary orbital velocity of 140 km s21, individually
weighted by the depth of the transit signal at the observed epoch. The
integrated signal is statistically significant at the 5.6s confidence level. We
derive a CO volume mixing ratio of (1–3) 3 1023 for the upper atmosphere
of HD 209458b, with the precision governed by the uncertainty in the
pressure–temperature profile and in the level of masking of the CO signal by
CH4. The CO signal is blueshifted by ,2 km s21 with respect to the systemic
velocity of the host star, which suggests a velocity flow from the dayside to
the nightside driven by the large incident heat flux on the dayside.
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- 高分散分光による軌道速度決定 

- 2 km/s のblueshift (~ 0.01–0.1 mbar) 
→ 昼面から夜面への風？ 

This means that on average per spectrum the CO signal as presented
in Fig. 1 and 2 is present at a 1s level.

Our direct detection of absorption lines leads to an unambiguous
identification of carbon monoxide in the atmosphere of HD 209458b,
and allows us to determine the CO abundance. Although transmission
spectra are significantly less dependent on the thermal structure of the
atmosphere than are dayside spectra, the uncertainty in the CO
volume mixing ratio is dominated by the uncertainty in the planet’s
pressure–temperature profile, and by the uncertainty in the level of
masking of CO by CH4 in the atmosphere. The amplitude of the cross-
correlation signal is a factor of 2.8 stronger than the signal expected
from our initial transmission model (with a CO volume mixing ratio
of 2 3 1024). This was determined by adding the initial model CO
spectrum with varying multiplication factors to our data early on in
the reduction process, and by subsequently measuring and comparing
the strength of the resulting cross-correlation signals. We produced
models with varying CO, CH4 and H2O mixing ratios and atmo-
spheric temperatures, and compared the amplitude of their cross-
correlation signals with that observed. This results in a CO volume
mixing ratio of (1–3) 3 1023. In the same way we converted the non-
detections of H2O and CH4 to 3s upper limits for the water and
methane volume mixing ratios of 3 3 1023 and 8 3 1024 respectively.
Abundance estimates from a dayside spectrum18 suggest that the mix-
ing ratios of CH4, H2O and CO2—(2–20) 3 1025, (0.1–10) 3 1025

and (0.1–1) 3 1025 respectively—are all significantly lower than what
we derive for CO. Although the derived abundances are preliminary,
our models suggest that the C/H ratio in the upper atmosphere of
HD 209458b is a factor of 2–6 higher than that of the parent star.

Gaussian fitting of the integrated CO signal shows that it appears
blueshifted with respect to the systemic velocity of the host star by
about 2 km s21, indicative of atmospheric dynamics. To assess the
significance of the blueshift we added series of model CO spectra to
the data as above, but with random systemic velocities for the host
star between 650 km s21. We determined the 1s uncertainty of the
radial velocity of the CO signal to be 1 km s21 by comparing the
offsets between the injected and measured velocities. This indicates
that the observed blueshift of the CO signal is statistically significant
at a 95% confidence level. Sound speeds in the upper layers of hot
Jupiters19,20 are expected to be typically 3–4 km s21, and winds at a
substantial fraction of this speed are indeed possible. Because with
transmission spectroscopy we probe the atmospheric region near the
planet’s terminator, the blueshift indicates a velocity flow from the
dayside to the nightside at pressures in the range 0.01–0.1 mbar, as
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Figure 2 | The expected carbon monoxide signal as function of the planet
orbital velocity. The observed CO signal is shown in greyscale as in Fig. 1.
The dotted lines indicate the expected change in radial velocity of the planet
over the transit for orbital velocities of 50, 100 and 150 km s21. We
determined the planet orbital velocity to be 140 6 10 km s21 (1s) using chi-
squared analysis. The orbital velocities of both the planet and the star around
the planet–star centre-of-mass are known, allowing the masses of both
objects to be determined using solely Newton’s law of gravitation:
M1 5 1.00 6 0.22MSun and M2 5 0.64 6 0.09MJup (1s).
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Figure 1 | CO signal in the transmission spectrum of exoplanet
HD 209458b. The cross-correlation is shown between a template spectrum
of 56 CO lines and Very Large Telescope spectra of HD 209458 taken
between a planet orbital phase of 20.025 , h , 0.035. The beginning and
end of the transit are at h 6 0.018. The systemic velocity21 of the host star
HD 209458a is 214.77 km s21 (blueshifted), and the velocity of the Paranal
observatory in the direction of the star is 11.0 km s21 at the time of
observation. This means that a planet’s CO signal is expected to be
blueshifted by ,26 km s21 at mid-transit, exactly where a faint signal is
present in the data. a and b show the same data, with the linear greyscales
indicating the cross-correlation signal (dark means absorption). In a the
cross-correlation is plotted as a function of the geocentric radial velocity, and
in b the cross-correlation is plotted in the rest-frame of the host star, showing
the CO signal in the centre. During the transit, the planet signal moves by
30 km s21 owing to the change in the radial component of the planet’s orbital
velocity. For the cross-correlation in c, our initial model transmission
spectrum of CO was added to the data at three times the nominal level, to
demonstrate the resemblance to the observed signal.
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Figure 3 | The carbon monoxide signal integrated over the transit. The
cross-correlation signal from all spectra taken during the transit were
combined assuming a planetary orbital velocity of 140 km s21, individually
weighted by the depth of the transit signal at the observed epoch. The
integrated signal is statistically significant at the 5.6s confidence level. We
derive a CO volume mixing ratio of (1–3) 3 1023 for the upper atmosphere
of HD 209458b, with the precision governed by the uncertainty in the
pressure–temperature profile and in the level of masking of the CO signal by
CH4. The CO signal is blueshifted by ,2 km s21 with respect to the systemic
velocity of the host star, which suggests a velocity flow from the dayside to
the nightside driven by the large incident heat flux on the dayside.

LETTERS NATURE | Vol 465 | 24 June 2010

1050
Macmillan Publishers Limited. All rights reserved©2010

This means that on average per spectrum the CO signal as presented
in Fig. 1 and 2 is present at a 1s level.

Our direct detection of absorption lines leads to an unambiguous
identification of carbon monoxide in the atmosphere of HD 209458b,
and allows us to determine the CO abundance. Although transmission
spectra are significantly less dependent on the thermal structure of the
atmosphere than are dayside spectra, the uncertainty in the CO
volume mixing ratio is dominated by the uncertainty in the planet’s
pressure–temperature profile, and by the uncertainty in the level of
masking of CO by CH4 in the atmosphere. The amplitude of the cross-
correlation signal is a factor of 2.8 stronger than the signal expected
from our initial transmission model (with a CO volume mixing ratio
of 2 3 1024). This was determined by adding the initial model CO
spectrum with varying multiplication factors to our data early on in
the reduction process, and by subsequently measuring and comparing
the strength of the resulting cross-correlation signals. We produced
models with varying CO, CH4 and H2O mixing ratios and atmo-
spheric temperatures, and compared the amplitude of their cross-
correlation signals with that observed. This results in a CO volume
mixing ratio of (1–3) 3 1023. In the same way we converted the non-
detections of H2O and CH4 to 3s upper limits for the water and
methane volume mixing ratios of 3 3 1023 and 8 3 1024 respectively.
Abundance estimates from a dayside spectrum18 suggest that the mix-
ing ratios of CH4, H2O and CO2—(2–20) 3 1025, (0.1–10) 3 1025

and (0.1–1) 3 1025 respectively—are all significantly lower than what
we derive for CO. Although the derived abundances are preliminary,
our models suggest that the C/H ratio in the upper atmosphere of
HD 209458b is a factor of 2–6 higher than that of the parent star.

Gaussian fitting of the integrated CO signal shows that it appears
blueshifted with respect to the systemic velocity of the host star by
about 2 km s21, indicative of atmospheric dynamics. To assess the
significance of the blueshift we added series of model CO spectra to
the data as above, but with random systemic velocities for the host
star between 650 km s21. We determined the 1s uncertainty of the
radial velocity of the CO signal to be 1 km s21 by comparing the
offsets between the injected and measured velocities. This indicates
that the observed blueshift of the CO signal is statistically significant
at a 95% confidence level. Sound speeds in the upper layers of hot
Jupiters19,20 are expected to be typically 3–4 km s21, and winds at a
substantial fraction of this speed are indeed possible. Because with
transmission spectroscopy we probe the atmospheric region near the
planet’s terminator, the blueshift indicates a velocity flow from the
dayside to the nightside at pressures in the range 0.01–0.1 mbar, as
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Figure 2 | The expected carbon monoxide signal as function of the planet
orbital velocity. The observed CO signal is shown in greyscale as in Fig. 1.
The dotted lines indicate the expected change in radial velocity of the planet
over the transit for orbital velocities of 50, 100 and 150 km s21. We
determined the planet orbital velocity to be 140 6 10 km s21 (1s) using chi-
squared analysis. The orbital velocities of both the planet and the star around
the planet–star centre-of-mass are known, allowing the masses of both
objects to be determined using solely Newton’s law of gravitation:
M1 5 1.00 6 0.22MSun and M2 5 0.64 6 0.09MJup (1s).
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Figure 1 | CO signal in the transmission spectrum of exoplanet
HD 209458b. The cross-correlation is shown between a template spectrum
of 56 CO lines and Very Large Telescope spectra of HD 209458 taken
between a planet orbital phase of 20.025 , h , 0.035. The beginning and
end of the transit are at h 6 0.018. The systemic velocity21 of the host star
HD 209458a is 214.77 km s21 (blueshifted), and the velocity of the Paranal
observatory in the direction of the star is 11.0 km s21 at the time of
observation. This means that a planet’s CO signal is expected to be
blueshifted by ,26 km s21 at mid-transit, exactly where a faint signal is
present in the data. a and b show the same data, with the linear greyscales
indicating the cross-correlation signal (dark means absorption). In a the
cross-correlation is plotted as a function of the geocentric radial velocity, and
in b the cross-correlation is plotted in the rest-frame of the host star, showing
the CO signal in the centre. During the transit, the planet signal moves by
30 km s21 owing to the change in the radial component of the planet’s orbital
velocity. For the cross-correlation in c, our initial model transmission
spectrum of CO was added to the data at three times the nominal level, to
demonstrate the resemblance to the observed signal.
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Figure 3 | The carbon monoxide signal integrated over the transit. The
cross-correlation signal from all spectra taken during the transit were
combined assuming a planetary orbital velocity of 140 km s21, individually
weighted by the depth of the transit signal at the observed epoch. The
integrated signal is statistically significant at the 5.6s confidence level. We
derive a CO volume mixing ratio of (1–3) 3 1023 for the upper atmosphere
of HD 209458b, with the precision governed by the uncertainty in the
pressure–temperature profile and in the level of masking of the CO signal by
CH4. The CO signal is blueshifted by ,2 km s21 with respect to the systemic
velocity of the host star, which suggests a velocity flow from the dayside to
the nightside driven by the large incident heat flux on the dayside.
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This means that on average per spectrum the CO signal as presented
in Fig. 1 and 2 is present at a 1s level.

Our direct detection of absorption lines leads to an unambiguous
identification of carbon monoxide in the atmosphere of HD 209458b,
and allows us to determine the CO abundance. Although transmission
spectra are significantly less dependent on the thermal structure of the
atmosphere than are dayside spectra, the uncertainty in the CO
volume mixing ratio is dominated by the uncertainty in the planet’s
pressure–temperature profile, and by the uncertainty in the level of
masking of CO by CH4 in the atmosphere. The amplitude of the cross-
correlation signal is a factor of 2.8 stronger than the signal expected
from our initial transmission model (with a CO volume mixing ratio
of 2 3 1024). This was determined by adding the initial model CO
spectrum with varying multiplication factors to our data early on in
the reduction process, and by subsequently measuring and comparing
the strength of the resulting cross-correlation signals. We produced
models with varying CO, CH4 and H2O mixing ratios and atmo-
spheric temperatures, and compared the amplitude of their cross-
correlation signals with that observed. This results in a CO volume
mixing ratio of (1–3) 3 1023. In the same way we converted the non-
detections of H2O and CH4 to 3s upper limits for the water and
methane volume mixing ratios of 3 3 1023 and 8 3 1024 respectively.
Abundance estimates from a dayside spectrum18 suggest that the mix-
ing ratios of CH4, H2O and CO2—(2–20) 3 1025, (0.1–10) 3 1025

and (0.1–1) 3 1025 respectively—are all significantly lower than what
we derive for CO. Although the derived abundances are preliminary,
our models suggest that the C/H ratio in the upper atmosphere of
HD 209458b is a factor of 2–6 higher than that of the parent star.

Gaussian fitting of the integrated CO signal shows that it appears
blueshifted with respect to the systemic velocity of the host star by
about 2 km s21, indicative of atmospheric dynamics. To assess the
significance of the blueshift we added series of model CO spectra to
the data as above, but with random systemic velocities for the host
star between 650 km s21. We determined the 1s uncertainty of the
radial velocity of the CO signal to be 1 km s21 by comparing the
offsets between the injected and measured velocities. This indicates
that the observed blueshift of the CO signal is statistically significant
at a 95% confidence level. Sound speeds in the upper layers of hot
Jupiters19,20 are expected to be typically 3–4 km s21, and winds at a
substantial fraction of this speed are indeed possible. Because with
transmission spectroscopy we probe the atmospheric region near the
planet’s terminator, the blueshift indicates a velocity flow from the
dayside to the nightside at pressures in the range 0.01–0.1 mbar, as
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Figure 2 | The expected carbon monoxide signal as function of the planet
orbital velocity. The observed CO signal is shown in greyscale as in Fig. 1.
The dotted lines indicate the expected change in radial velocity of the planet
over the transit for orbital velocities of 50, 100 and 150 km s21. We
determined the planet orbital velocity to be 140 6 10 km s21 (1s) using chi-
squared analysis. The orbital velocities of both the planet and the star around
the planet–star centre-of-mass are known, allowing the masses of both
objects to be determined using solely Newton’s law of gravitation:
M1 5 1.00 6 0.22MSun and M2 5 0.64 6 0.09MJup (1s).
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Figure 1 | CO signal in the transmission spectrum of exoplanet
HD 209458b. The cross-correlation is shown between a template spectrum
of 56 CO lines and Very Large Telescope spectra of HD 209458 taken
between a planet orbital phase of 20.025 , h , 0.035. The beginning and
end of the transit are at h 6 0.018. The systemic velocity21 of the host star
HD 209458a is 214.77 km s21 (blueshifted), and the velocity of the Paranal
observatory in the direction of the star is 11.0 km s21 at the time of
observation. This means that a planet’s CO signal is expected to be
blueshifted by ,26 km s21 at mid-transit, exactly where a faint signal is
present in the data. a and b show the same data, with the linear greyscales
indicating the cross-correlation signal (dark means absorption). In a the
cross-correlation is plotted as a function of the geocentric radial velocity, and
in b the cross-correlation is plotted in the rest-frame of the host star, showing
the CO signal in the centre. During the transit, the planet signal moves by
30 km s21 owing to the change in the radial component of the planet’s orbital
velocity. For the cross-correlation in c, our initial model transmission
spectrum of CO was added to the data at three times the nominal level, to
demonstrate the resemblance to the observed signal.
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Figure 3 | The carbon monoxide signal integrated over the transit. The
cross-correlation signal from all spectra taken during the transit were
combined assuming a planetary orbital velocity of 140 km s21, individually
weighted by the depth of the transit signal at the observed epoch. The
integrated signal is statistically significant at the 5.6s confidence level. We
derive a CO volume mixing ratio of (1–3) 3 1023 for the upper atmosphere
of HD 209458b, with the precision governed by the uncertainty in the
pressure–temperature profile and in the level of masking of the CO signal by
CH4. The CO signal is blueshifted by ,2 km s21 with respect to the systemic
velocity of the host star, which suggests a velocity flow from the dayside to
the nightside driven by the large incident heat flux on the dayside.
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透過光分光 (2): 分子吸収線の高分散分光

This means that on average per spectrum the CO signal as presented
in Fig. 1 and 2 is present at a 1s level.

Our direct detection of absorption lines leads to an unambiguous
identification of carbon monoxide in the atmosphere of HD 209458b,
and allows us to determine the CO abundance. Although transmission
spectra are significantly less dependent on the thermal structure of the
atmosphere than are dayside spectra, the uncertainty in the CO
volume mixing ratio is dominated by the uncertainty in the planet’s
pressure–temperature profile, and by the uncertainty in the level of
masking of CO by CH4 in the atmosphere. The amplitude of the cross-
correlation signal is a factor of 2.8 stronger than the signal expected
from our initial transmission model (with a CO volume mixing ratio
of 2 3 1024). This was determined by adding the initial model CO
spectrum with varying multiplication factors to our data early on in
the reduction process, and by subsequently measuring and comparing
the strength of the resulting cross-correlation signals. We produced
models with varying CO, CH4 and H2O mixing ratios and atmo-
spheric temperatures, and compared the amplitude of their cross-
correlation signals with that observed. This results in a CO volume
mixing ratio of (1–3) 3 1023. In the same way we converted the non-
detections of H2O and CH4 to 3s upper limits for the water and
methane volume mixing ratios of 3 3 1023 and 8 3 1024 respectively.
Abundance estimates from a dayside spectrum18 suggest that the mix-
ing ratios of CH4, H2O and CO2—(2–20) 3 1025, (0.1–10) 3 1025

and (0.1–1) 3 1025 respectively—are all significantly lower than what
we derive for CO. Although the derived abundances are preliminary,
our models suggest that the C/H ratio in the upper atmosphere of
HD 209458b is a factor of 2–6 higher than that of the parent star.

Gaussian fitting of the integrated CO signal shows that it appears
blueshifted with respect to the systemic velocity of the host star by
about 2 km s21, indicative of atmospheric dynamics. To assess the
significance of the blueshift we added series of model CO spectra to
the data as above, but with random systemic velocities for the host
star between 650 km s21. We determined the 1s uncertainty of the
radial velocity of the CO signal to be 1 km s21 by comparing the
offsets between the injected and measured velocities. This indicates
that the observed blueshift of the CO signal is statistically significant
at a 95% confidence level. Sound speeds in the upper layers of hot
Jupiters19,20 are expected to be typically 3–4 km s21, and winds at a
substantial fraction of this speed are indeed possible. Because with
transmission spectroscopy we probe the atmospheric region near the
planet’s terminator, the blueshift indicates a velocity flow from the
dayside to the nightside at pressures in the range 0.01–0.1 mbar, as
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Figure 2 | The expected carbon monoxide signal as function of the planet
orbital velocity. The observed CO signal is shown in greyscale as in Fig. 1.
The dotted lines indicate the expected change in radial velocity of the planet
over the transit for orbital velocities of 50, 100 and 150 km s21. We
determined the planet orbital velocity to be 140 6 10 km s21 (1s) using chi-
squared analysis. The orbital velocities of both the planet and the star around
the planet–star centre-of-mass are known, allowing the masses of both
objects to be determined using solely Newton’s law of gravitation:
M1 5 1.00 6 0.22MSun and M2 5 0.64 6 0.09MJup (1s).
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Figure 1 | CO signal in the transmission spectrum of exoplanet
HD 209458b. The cross-correlation is shown between a template spectrum
of 56 CO lines and Very Large Telescope spectra of HD 209458 taken
between a planet orbital phase of 20.025 , h , 0.035. The beginning and
end of the transit are at h 6 0.018. The systemic velocity21 of the host star
HD 209458a is 214.77 km s21 (blueshifted), and the velocity of the Paranal
observatory in the direction of the star is 11.0 km s21 at the time of
observation. This means that a planet’s CO signal is expected to be
blueshifted by ,26 km s21 at mid-transit, exactly where a faint signal is
present in the data. a and b show the same data, with the linear greyscales
indicating the cross-correlation signal (dark means absorption). In a the
cross-correlation is plotted as a function of the geocentric radial velocity, and
in b the cross-correlation is plotted in the rest-frame of the host star, showing
the CO signal in the centre. During the transit, the planet signal moves by
30 km s21 owing to the change in the radial component of the planet’s orbital
velocity. For the cross-correlation in c, our initial model transmission
spectrum of CO was added to the data at three times the nominal level, to
demonstrate the resemblance to the observed signal.
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Figure 3 | The carbon monoxide signal integrated over the transit. The
cross-correlation signal from all spectra taken during the transit were
combined assuming a planetary orbital velocity of 140 km s21, individually
weighted by the depth of the transit signal at the observed epoch. The
integrated signal is statistically significant at the 5.6s confidence level. We
derive a CO volume mixing ratio of (1–3) 3 1023 for the upper atmosphere
of HD 209458b, with the precision governed by the uncertainty in the
pressure–temperature profile and in the level of masking of the CO signal by
CH4. The CO signal is blueshifted by ,2 km s21 with respect to the systemic
velocity of the host star, which suggests a velocity flow from the dayside to
the nightside driven by the large incident heat flux on the dayside.
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- 高分散分光による軌道速度決定 

- 2 km/s のblueshift (~ 0.01–0.1 mbar) 
→ 昼面から夜面への風？ 

Showman+ (2008) with Newtonian cooling

are short. A thermal inversion thus develops at low pressures
(<50 mbar). Westward flow at high latitudes and at pressures
<10mbar also contributes to this inversion, as such air comes from
the hot dayside. By the time the superrotating equatorial jet trans-
ports the equatorial air eastward to the substellar region (solid
curve), heating has had a substantial effect down to pressures of
several hundred mbar, leading to a deep thermal inversion layer.
As the air reaches the terminator at 90! longitude, rapid cooling
aloft leads to low temperatures at pressures <100 mbar, but the
layer between 0.1Y1 bar has longer radiative time constants and,
having just crossed the entire dayside hemisphere, remains warm.
The key point is that the T ( p) structure varies strongly across the
globe and deviates strongly from the predictions of 1D radiative-
equilibrium models, as previously described in Fortney et al.
(2006a). The day-night temperature differences are"300K at 1 bar,
"600 K at 100 mbar, and increase to "1000 K at the top of the
model.

To test the sensitivity of our results tomodel resolution, we also
performed simulations of HD 209458b at a lower horizontal res-
olution of 72 ; 45with 40 layers. These simulations produced pat-
terns of wind and temperature that are nearly identical to Figure 5.

Fig. 5.—Temperature (gray scale) and winds (arrows) for HD 209458b sim-
ulation at 800 days. Resolution is 144 ; 90.

Fig. 4.—Temperature (gray scale) andwinds (arrows) for nominal HD189733b
simulation at 900 days. Resolution is 144 ; 90. For this and all simulations in this
paper, the substellar point is at longitude, latitude (0!, 0!); the terminators are at
longitudes #90!.

Fig. 6.—Temperature profiles for nominal HD 209458b case averaged across
a disk 45! in radius centered at the substellar point (solid curve), 90! longitude
(dashed curve), antistellar point (dashed-dotted curve), and$90! longitude (dotted
curve).
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cf) spatially-resolved transmission spectroscopy of HD 189733b

Louden, Wheatley (2015) HARPS, Na lines 
See also Brogi et al. (2016)

strengths of all lines (Lundstrom et al. 1991). The telluric
template spectrum was then fitted to each difference spectrum,
with the FWHM, velocity offset, and absolute strength of the
spectrum as the free parameters. It was found that the quality of
the fit could be improved by allowing atmospheric water lines
to have a separate scaling factor. This model was then
subtracted from the science frames, removing the variability
in the telluric lines.

The sodium absorption features in the Earth’s atmosphere
are weak in comparison to water features, and are offset from
the stellar spectrum by the barycentric velocity of 9 km s−1

during the observation window. They are therefore unable to
mimic a planetary transmission signal in our data.

Finally, the individual spectra were normalized in order to
remove the absolute depth of the planetary transit, leaving only
the relative transmission as a function of wavelength.

3. TRANSIT MODEL

We search for differences in the Doppler shift of absorption
from opposite sides of the planet by modeling the planetary
absorption line profiles as a function of time through the transit.
The power of our model to distinguish between atmospheric
velocities at different points on the planetary limb is illustrated
in Figure 1 where we compare the stellar flux available for
absorption by atmospheric sodium on opposite sides of the
planet. At each phase the stellar flux was sampled at the
wavelengths corresponding to the sodium lines at the orbital
velocity of the planet. During the transit, the orbital velocity of
the planet causes the planetary lines to shift from blue to red
by±16 km s−1, while the rotational velocity of the star as
sampled by the planet varies from blue to red by±3 km s−1.
The planetary sodium lines overtake the stellar lines at mid-
transit, accounting for the relatively low weighting of this
phase in Figure 1 (when the planetary and stellar velocity align
there is little stellar flux for the planetary atmosphere to
absorb). It is apparent from Figure 1 that with sufficiently high

signal-to-noise data it is possible to model variations in the
planetary absorption line profile to spatially resolve velocities
in the planetary atmosphere.
The star–planet system was simulated on a 2D pixel grid,

which implicitly accounts for both the atmospheric absorption
and the Rossiter–McLaughlin effect. A quadratic limb darken-
ing profile was used to give each pixel on the star a relative
intensity (Claret & Bloeman 2011). We adopted a stellar
rotational velocity of 3.10±0.03 km s−1, which was measured
using Doppler tomography from the same set of HARPS
observations (Collier Cameron et al. 2010). Solid body rotation
of the star was assumed in order to derive the rotation speed,
but if this assumption is not correct the rotation velocity of the
transit chord will not be affected.
The absorption by the planet is modeled as an opaque

occulting disk with the white light radius ratio of HD 189733b.
The atmospheric absorption is represented as an additional
layer with absorption of the sodium doublet modeled by Voigt
profiles. The atmospheric dynamics are parameterized by the
equatorial velocities on the leading and trailing limbs of the
planet together with the assumption of constant angular
velocity (rigid body rotation). This allows continuous values
of velocity to be defined at all grid points representing the
planetary atmosphere with just two free parameters, while
allowing higher velocities at the equator than the poles. This
parameterization was selected in order to allow a reasonable
approximation to the predictions of planetary rotation and an
equatorial jet (Miller-Ricci & Rauscher 2012; Showman et al.
2013). The orbital velocity of the planet has been measured
precisely from water (Birkby et al. 2013) and carbon monoxide
(de Kok et al. 2013; Rodler et al. 2013) absorption lines in the
dayside spectrum of the planet, so the orbital velocity in the
model is fixed at the measured value of 154±4 km s−1.
During transit the line of sight component of this orbital
velocity is relatively small, varying from −16 to 16 km s−1,
because the planet is moving almost perpendicular to our line
of sight.
The stellar line profile observed with HARPS is integrated

over the entire disk of the star, and the natural line profile is
broadened by macroturbulence and the rotational velocity of
the star. The light blocked by the planet and its atmosphere as it
transits the star will not be broadened by rotation, and this
could potentially affect the transmission signal. To test for the
importance of this effect, we attempted to recover the natural
line profile of the sodium doublet through stellar atmosphere
modeling. The Python package iSpec (Blanco-Cuaresma et al.
2013) was used to find a best-fitting model for the stellar
sodium absorption line. As the broadening parameters can be
degenerate, we fixed the rotation velocity at the value of
3.10±0.03 km s−1 (Collier Cameron et al. 2010). The model
was then fit for effective temperature, microturbulence,
macroturbulence, surface gravity, and limb darkening para-
meter. The best-fitting model parameters were then used to
synthesize a stellar profile that does not have the rotational
broadening applied. In practice, we found that our final velocity
measurements are not sensitive to the difference between this
synthetic line profile and the integrated stellar line profile.
Yan et al. (2015) found that the Fraunhofer lines of the Sun

display a center-to-limb variation that is not currently
accounted for in our model, and Czesla et al. (2015) detect a
similar variation in spectra of HD 189733. Since the effect is
primarily to alter the strength of the stellar lines, and the line

Figure 1. Top panel: a scale diagram of the star–planet geometry, with the
thickness of the planetary atmosphere doubled for clarity. The planet moves
from left to right as it transits the star, with the leading limb colored red and the
trailing limb colored blue. Bottom panel: our model illustrates how the
background illumination of the planetary limb changes during transit, allowing
absorption by different parts of the planetary atmosphere to be separated. The
red/blue lines represent the stellar flux available for sodium absorption at the
planetary equator on the leading/trailing limbs (the model accounts for stellar
rotation and limb darkening, and the planetary orbit). The asymmetry in
illumination is strongest during ingress and egress, where absorption is also
most heavily weighted (due to the relative Doppler shifts of the planetary and
stellar sodium lines).
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the offset of the atmospheric hotspot in HD 189733b. The
observed jet velocity and the lower velocity on the leading limb
of the planet are remarkably consistent with predictions from
state-of-the-art circulation models for HD 189733b (Showman
et al. 2013).

Our detection of this excess velocity is in line with the
previous detections of net blueshift in the average transmission
spectra of HD 209458b (Snellen et al. 2010) and HD 189733b
(Wyttenbach et al. 2015). However, by spatially resolving the
atmospheric dynamics, we have been able to locate the excess
blueshift to the trailing limb of the planet. For comparison with
the unresolved studies, our limb-averaged velocity offset is

�
�1.9 0.6

0.7 km s−1 (Figure 3), which is consistent with the average
velocity offset of carbon monoxide absorption measured for
HD 209458b (Snellen et al. 2010), but significantly smaller
than the value of 8±2 km s−1 found for sodium in
HD 189733b (Wyttenbach et al. 2015). We believe this
discrepancy is due to the Rossiter–McLaughlin effect, which
is accounted for implicitly in our time-resolved model.

The Rossiter–McLaughlin effect is usually assumed to be
symmetric and to cancel out in average transmission spectra.
This is true when transmission spectra are constructed in the
frame of the star, however, in the frame of the planet the
symmetry is broken and the Rossiter–McLaughlin effect causes
a spurious signal. This is illustrated in Figure 4, where the
effect on transmission spectra when analyzed in both the
reference frame of the star and of the planet are shown. In the
stellar frame the Rossiter–McLaughlin effect cancels, except
for residuals caused by slightly uneven phase coverage in our
data. In the planetary reference frame the effect no longer
cancels and there is a strong artifact, even with ideal phase
coverage. This is accounted for implicitly in our model and is
apparent in the asymmetric double-peaked line profile of our
best-fitting model in Figure 2. Fitting this asymmetric line
profile with a symmetric model recovers the larger (spurious)
velocity offset found by Wyttenbach et al. (2015), who analyze
their spectra in the reference frame of the planet. We note that
even in the stellar frame the Rossiter–McLaughlin effect only
cancels if the phase coverage is symmetric, otherwise leading
to large systematics that likely account for the very high
blueshifted velocity of 37 km s−1 reported by Redfield et al.
(2008) and Jensen et al. (2011) for sodium absorption in
HD 189733b. Since our model is evaluated at the specific
epochs of the individual HARPS spectra, the phase coverage is

accounted for implicitly and does not affect our fitted
velocities.
We note further that Brogi et al. (2015) analyzed high-

resolution infra-red spectroscopy of CO and H2O absorption in
HD 189733b and found a global blueshift of � �

�1.7 1.2
1.1 km s−1,

which is consistent with our disc-averaged measurement.
Our spatially resolved velocities show that absorption by the

planetary atmosphere is intrinsically velocity broadened,
suggesting that previous attempts to model the line profiles in
terms of atmospheric temperature and pressure are likely to
have overestimated the role of pressure broadening (Huitson
et al. 2012; Heng et al. 2015; Wyttenbach et al. 2015).
Similarly, the extent of the planetary atmosphere inferred from
the depth of the average line will tend to have been
underestimated (Redfield et al. 2008; Jensen et al. 2011;
Huitson et al. 2012; Wyttenbach et al. 2015).
As can be seen in Figure 1, the asymmetry in background

illumination extends across the planetary limb. With suffi-
ciently high signal-to-noise observations, it should be possible
to extend our model to recover wind maps at higher spatial
resolution.

T.L. is supported by a STFC studentship. P.W. is supported
by a STFC consolidated grant (ST/L000733/7). Based on data

Figure 3. Posterior distributions of atmospheric velocities from our bootstrap analysis. On the leading limb of the planet (left) a red shift of �
�2.3 1.5

1.3 km s−1 is found.
The trailing limb is blueshifted by �

�5.3 1.4
1.0 km s−1 (right). The average velocity (middle) is found to be blueshifted with a velocity of �

�1.9 0.6
0.7 km s−1. The strength and

direction of the velocity offsets are consistent with a combination of tidally locked rotation and an eastward equatorial jet that is seen crossing from the dayside to the
night side of the planet on the trailing limb.

Figure 4.Model calculations of transmission profile around the sodium doublet
for a planet without an atmosphere to highlight the Rossiter–McLaughlin
effect. Top panel: the transit spectra are aligned in the reference frame of the
star. Here the Rossiter–McLaughlin effect is symmetric, and cancels except for
a small residual caused by uneven phase coverage. Bottom panel: in this case
the spectra are aligned in the planetary reference frame. This breaks the
symmetry of the Rossiter–McLaughlin effect and leads to a spurious signal.
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Figure 6. Comparison of our reduced data (black points) and its best-fit phase
curve model (red line) to the Showman et al. (2009) GCMs with 1× solar
abundance and no thermal inversion (green asterisks), an inversion with 1×
solar abundance (blue diamonds), and an inversion with 3× solar abundance
(magenta triangles). The Showman et al. (2009) inversion model predictions
(blue diamonds and magenta triangles) nominally fit our observations, except
on the nightside in which the GCM overpredicts HD 209458b’s flux.
(A color version of this figure is available in the online journal.)

first predicted for hot Jupiters by Showman & Guillot (2002),
and subsequent 3D circulation models confirm that they are a
robust feature of the hot-Jupiter circulation regime, at least over
a certain range of incident stellar fluxes and atmospheric radia-
tive time constants (e.g., Cooper & Showman 2005; Showman
et al. 2008a, 2009, 2013; Menou & Rauscher 2009; Rauscher
& Menou 2010, 2012; Heng et al. 2011b, 2011a; Perna et al.
2012; Dobbs-Dixon et al. 2012). In these circulation models,
the eastward offset of the hot spot results from advection of
the temperature field by a fast, broad eastward equatorial jet
stream—so-called equatorial superrotation. In turn, the equato-
rial superrotation results from interactions with the mean flow of
standing, planetary-scale waves induced by the day-night heat-
ing contrast (Showman & Polvani 2011). When the radiative
time constant is comparable to the characteristic timescale for
air parcels to advect eastward over a planetary radius, then sig-
nificant eastward hot spot offset from the substellar point should
occur. Overall, our observations are consistent with this body of
theory and models, and suggest that HD 209458b likely exhibits
equatorial superrotation at photospheric levels.

Figure 6 compares our best-fit model of HD 209458b’s
observed full-orbit flux to theoretical phase curves generated
from the GCMs presented in Showman et al. (2009). The
Showman et al. (2009) 3D dynamical models of HD 209458b
are the first with non-gray radiative transfer across the entire
wavelength range from the visible through the infrared. In
our observations, we find a phase curve maximum that occurs
9.6 ± 1.4 hr before secondary eclipse, corresponding to a hot
spot shifted 40.◦9 ± 6.◦0 eastward of the substellar point. The
theoretical phase curves generated from the GCM are shown
for no-thermal-inversion models (i.e., models lacking TiO and
VO), and models with TiO and VO included at 1× and 3×
solar abundance. These molecules cause a thermal inversion
due to the extreme opacity of TiO and VO in the visible.13

Interestingly, our observations exhibit a peak flux in the light
curve which leads secondary eclipse by an amount intermediate
to that predicted from the no-inversion and thermal-inversion

13 TiO and VO are simply proxies for any visible-wavelength absorber in
these models, and any other strong visible absorber would lead to qualitatively
similar behavior.

models. Overall, our observed dayside emission (phase ∼0.25
to 0.75 in Figure 6) matches the predictions of the Showman
et al. (2009) models well, especially for models including visible
absorbers and a dayside inversion.

There exist a variety of factors that can influence the offsets
of the hot spot for a given hot Jupiter. Generally speaking, a
larger atmospheric opacity would move the photospheres to
higher altitude (lower pressure), in which the radiative time
constant is shorter, leading to a smaller hot-spot offset; and
conversely for smaller atmospheric opacity (Dobbs-Dixon &
Lin 2008; Showman et al. 2009; Lewis et al. 2010; Heng
et al. 2011a). Such opacity variations could result from the
gas metallicity (higher metallicity generally implies greater
opacity and vice versa), or potentially from hazes, though there
is currently no strong evidence that hazes significantly affect
the emission on HD 209458b (Deming et al. 2013). Moreover,
for specified opacities, the existence of atmospheric frictional
drag could lead to slower wind speeds, decreasing the hot spot
offset, potentially even to zero if the drag is sufficiently strong
(Rauscher & Menou 2012; Showman et al. 2013; Dobbs-Dixon
et al. 2012). Such drag could result from Lorentz forces due to
the partial thermal ionization at high temperatures (Perna et al.
2010; Rauscher & Menou 2013; Rogers & Showman 2014).
Nevertheless, the fact that our observed offset is significantly
nonzero (with 6.9σ confidence) and agrees reasonably well with
GCM simulations performed in the absence of strong drag at
photospheric levels (Figure 6; Showman et al. 2009) suggests
that these magnetohydrodynamic effects do not play a dominant
role in controlling the hot spot offset for HD 209458b.

HD 209458b’s observed phase curve, which represent the first
4.5 µm measurements of its nightside emission, indicates that
HD 209458b has a day-to-night temperature contrast of ∆Tobs =
527 ± 46 K. We find that HD 209458b has a smaller contrast
at 4.5 µm (Aobs = 0.352 ± 0.03114) than other hot Jupiters
with higher levels of incident flux (e.g., WASP-12b and WASP-
18b; Cowan et al. 2012; Maxted et al. 2013, respectively),
consistent with the idea that this temperature contrast is driven
by insolation (Perez-Becker & Showman 2013) as the radiative
time constant decreases with increasing temperature (Showman
& Guillot 2002). However, the only day-night temperature
contrast measurements that exist for HD 209458b are at 4.5 µm
(presented here) and an upper-limit at 8 µm (Cowan et al. 2007).
Thus full-orbit phase curve measurements both at additional
wavelengths, such as 3.6 µm, and for other targets are necessary
to confirm the hypothesis of Perez-Becker & Showman (2013).

In addition, HD 209458b’s phase curve suggests that the
nightside is much cooler than predicted by Showman et al.
(2009). Yet, while the location of the 1× and 3× solar abun-
dance inversion phase curve minima (Showman et al. 2009)
more closely agree with our observations compared to the no
inversion model, the GCM overestimates the nightside flux,
thereby underestimating the total day-to-night temperature con-
trast (∆TGCM ≈ 300 K versus ∆Tobs = 527 ± 46 K). The
Showman et al. (2009) models similarly overpredict
HD 189733b’s nightside emission compared to Spitzer/IRAC
full phase observations by Knutson et al. (2012). This dis-
crepancy is attributed to disequilibrium carbon chemistry not
included in the GCM, in particular quenching, which would
increase the abundances of CO and CH4 at higher altitudes
so that measurements would be probing a comparably higher
optically thick layer with cooler temperatures. In the

14 Aobs = (fluxday − fluxnight)/fluxday (Perez-Becker & Showman 2013).
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Figure 4. Temperature (colorscale, in K) and winds (arrows) for nominal HD 189733b simulation with solar abundances and no TiO/VO. Panels show flow at 1 mbar
(top); 30 mbar, corresponding to an approximate photosphere level in the mid-IR (middle); and 1 bar (bottom). Resolution is C32 (roughly equivalent to a global
horizontal resolution of 128 × 64 in longitude and latitude) with 40 vertical layers. Substellar point is at longitude, latitude (0◦, 0◦). Dayside is the region between
longitudes −90◦ and 90◦. Nightside is at longitudes −180◦ to −90◦ and 90◦ to 180◦.
(A color version of this figure is available in the online journal.)

warm chevron-shaped structure in the temperature (Figure 4,
top panel).

At higher latitudes (poleward of ∼45◦), the zonal-mean zonal
wind is westward at pressures <1 bar (Figure 5). Neverthe-
less, this high-latitude flow exhibits complex structure, with
westward flow occurring west of the substellar point, eastward

flow east of the substellar point, and substantial day-to-night
flow over the poles. These polar flows indicate the importance
of performing global simulations and would not be properly
captured if the poles were removed from the computation do-
main, as done by some previous authors (Dobbs-Dixon & Lin
2008).

Tem
perature [K]

Showman+ (2009)

食の前でピーク = 温度が最大となる地点
が主星直下点の東側にずれている 

→ super-rotationの予言と一致 



高分散分光による惑星光の検出
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taken at different nodding positions may be combined to ac-
curately remove the background and improve the signal. The
observations target bright, dayside emission from the com-
panion planet HD 209458b, near secondary eclipse. Each set
of spectra are phase resolved in the ranges �⇠ 0.5 - 0.6 and
� ⇠ 0.4 - 0.5 for the 2.3µm and 3.2µm bands, respectively.
The planet has an orbital period T = 3.52 days and reference
crossing time t�=0 = 52854.325456 JD (Butler et al. 2006).

2.2. Initial Reduction

Data from each detector on each observation night are
treated separately throughout the following procedures.
We use Esorex from the ESO CRIRES reduction toolkit
(v2.3.4) to reduce the two-dimensional spectral images, per-
form flat-fielding and bad pixel corrections, and optimally
extract (Horne 1986) one-dimensional spectra. We perform
additional calibrations with our custom pipeline, X-COR,
written in Python 2.7. Remaining bad pixels and regions
are replaced with the linear interpolation of their neighbors.
Next, all of spectra are aligned to the highest signal-to-noise
ratio spectrum. The shifts are typically sub-pixel, and ac-
count for a small drift in wavelength alignment throughout
the night. We determine a wavelength solution by matching
strong, telluric absorption lines in the data to those in an
ATRAN (Lord 1992) synthetic transmission spectrum, and
fitting the offsets with a cubic polynomial. The centroids
are aligned with an estimated uncertainty of ⇠0.5 km s-1.
Seeing variations throughout the night cause the spectra to
have different baseline continua. We model this variation
by averaging over the brightest pixels in each spectrum, and
remove it through division. We arrange our calibrated data in
an N ⇥ 1024 array, where N is the number of reduced spec-
tra for a given night. The x-axis corresponds to the detector
wavelength bins, and the y-axis corresponds to orbital phase
or time. We apply a mask to remaining bad pixels and tel-
luric zones identified as high variance or low mean columns,
along with the ends of the array to avoid edge artifacts.

2.3. Detrending with SYSREM

The stellar signal and telluric absorption caused by Earth’s
atmosphere are approximately time-invariant, whereas the
planetary spectrum is subjected to a considerable Doppler
shift (⇠ 34 pixels) over the course of the night. Following
similar studies (Birkby et al. 2013, 2017; Nugroho et al.
2017) we adopt SYSREM (Tamuz et al. 2005), an algorithm
based on principal component subtraction that weights the
data by its uncertainty (the sum of spectral extraction error
and shot-noise added in quadrature). SYSREM iterations
progressively remove the stellar signal, telluric lines, and
trends from environmental effects (e.g. airmass), and even-
tually target sub-pixel commonalities in the planet signal.
As in previous studies (Birkby et al. 2013, 2017; Nugroho
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Figure 2. Frame-by-frame cross correlation values as a function of
velocity. The CCFs are shifted into the planetary rest frame by the
peak significance Kp, for each model template (HCN, H2O, CO, and
their combination). The right panel shows the CCF with a model
injection at two times nominal strength. Each CCF contains a dark
vertical trail at approximately the known systemic velocity of -14.8
km s-1 from alignment between the model template and intrinsic
features.

et al. 2017), we calibrate the number of iterations to use in
our analysis by injecting our model planetary spectrum at the
expected Kp (the orbital velocity semi-amplitude) and Vsys
(systemic velocity) and maximizing the significance of its
recovery. Factors such as tellurics, the number of absorp-
tion lines within the detector’s coverage, and systematics
such as the odd-even effect influence the optimal number
of iterations. Therefore, we optimize each detector in each
wavelength band individually, and repeat for each molecu-
lar species. For most detectors, 2-6 iterations are optimal;
however, heavy telluric contamination can require up to 13
iterations. We use a high-pass filter on each detrended spec-
trum to remove broadband variation, and normalize wave-
length bins by their temporal standard deviation. Figure 1
panel (a) shows the extracted spectra from 2011 July 25 in
the 3.2µm spectral band. Panel (b) shows the normalised
data with masking, panel (c) depicts the detrended data, and
panel (d) shows the data with a 40⇥ model injection prior to
detrending.

2.4. Cross Correlation

We perform a cross-correlation analysis that scans the Kp–
Vsys parameter space in search of the planet signal. Following
previous methods (Brogi et al. 2012), we cross correlate us-
ing spectral templates consisting of narrow Gaussian profiles

観測 モデル (x2)

Hawker+ (2018) VLT/CRIRES 2.3µm, 3.2µm
主星と惑星の光を同時に観測し、 
その中の惑星光由来の分光特性を 
高分散分光で探す
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Figure 3. High-resolution model spectra of HD 209458b showing line features of HCN, H2O, and CO in the observed bands at 2.28-2.35µm
and 3.18-3.27µm.

fit to the strongest absorption lines in the atmospheric model,
discussed in Section 3.

We Doppler shift the template by velocities ranging from
-260 km s-1 to 250 km s-1 in steps of 1.0 km s-1. At each
velocity, we linearly interpolate the template onto the de-
tector wavelength grid, and take the dot product with each
detrended spectrum. We then combine the cross-correlation
functions (CCFs) from all four detectors and both nights. The
resultant matrices are shown in Figure 2. The dark trail at the
planetary Vsys represents cross correlation from the alignment
of model and intrinsic features.

We sample Kp, the semi-amplitude of the orbital veloc-
ity, over a grid ranging from 30 km s-1 to 250 km s-1 in
steps of 1.0 km s-1, and shift each row of the CCF matrix
by the orbital velocity Kp sin(2⇡�(t)). For the correct Kp this
transformation shifts the CCF matrix into the rest frame of
the star–planet system, which itself has the systemic veloc-
ity Vsys. We then sum the pixels within an N ⇥ 5 sliding
window, centered on velocities ranging from -80 km s-1 to
80 km s-1; this step samples potential values for Vsys. If the
template absorption lines are present in the data, then we ex-
pect the sum to be maximized at the planetary Vsys. Finally
the signal-to-noise ratio (S/N) is obtained by normalizing the
cross-correlation sum by the standard deviation across the en-
tire Kp-Vsys range; this S/N metric represents the strength of
the cross-correlation sum relative to noise. Figure 2 shows
the combined CCFs in the rest frame of the maximal Kp both

for the data (left) and with a model injection at two times
nominal strength (right).

3. MODELING

In order to cross correlate with the data we generate high-
resolution model atmospheric spectra for HD 209458b using
the GENESIS code (Gandhi & Madhusudhan 2017). The
models involve line-by-line radiative transfer computed via
the Feautrier method to obtain the emergent spectra in the ob-
served bands at a spectral resolution of R &300,000 (Figure
3). The models assume a plane-parallel atmosphere in hy-
drostatic equilibrium and local thermodynamic equilibrium.
The atmosphere comprises 150 model layers evenly spaced
in log(P) for pressures from 10-8-100 bar. We adopt the P–
T profile derived from recent retrievals of dayside emission
spectra both at low resolution (Line et al. 2016) as well as
at high resolution (Brogi et al. 2017). We also test a num-
ber of P–T profiles to confirm the robustness of our results,
including a radiative-convective equilibrium profile (Gandhi
& Madhusudhan 2017). We consider molecular opacity
due to the prominent sources of absorption in the observed
bands. These include line absorption due to the molecules
H2O, CO, and HCN, and continuum opacity from collision-
induced absorption (CIA) due to H2–H2 and H2–He interac-
tions (Richard et al. 2012). H2O, CO, and HCN are known
to be amongst the spectroscopically strong species contain-
ing oxygen, carbon, and nitrogen in the high-temperature H2-
rich atmospheres of hot Jupiters (Madhusudhan 2012; Moses
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Clouds ? 
( Phase curve@Keplerからの示唆 )

In order to understand this correlation, we calculate a priori
the thermal structure of a range of cloudless, solar-composition
hot Jupiter atmospheres with different equilibrium temperatures
using the three-dimensional global circulation model SPARC/
MITgcm(Showman et al. 2009). We then use this thermal
structure to determine the longitudinal and latitudinal distribu-
tion of clouds in each modeled planet. We assume local
equilibrium clouds, meaning that in a given atmospheric cell,
all the condensable material condenses until the partial pressure
of the remaining gas matches the saturation pressure (see
Figure 1). We do not calculate the dynamical mixing of the
clouds,as done in Parmentier et al. (2013), or calculate the
particle size distribution, as done in Ackerman & Marley
(2001). Instead, we parameterize the vertical mixing and the
microphysics by a cloud top pressure, below which clouds do

not form, and a particle size, both considered as free
parameters. Lastly, given the thermal structure and the cloud
structure, we model both the thermal and the scattered light
from the planet, calculate the phase curve in the Kepler
bandpass, and compare it to the observations.
Unlike previous work(Demory et al. 2013; Hu et al. 2015;

Munoz & Isaak 2015; Shporer & Hu 2015; Webber et al. 2015)
that aimed to fit ad hoc cloud models to the Kepler light curves
by treating the condensation curve of the cloud, the thermal
structure of the planet, or the optical properties of the clouds as
free parameters, we calculate a priori the 3D thermal structure
and use the condensation temperature and cloud optical
properties from known potential condensates to constrain the
cloud physical properties and composition. Our work is also
different from Oreshenko et al. (2016), who also compared the
temperature map from a global circulation model to the
condensation curve of different cloud species. We aimfor a
more detailed calculation of observable signaturesand a much
wider comparison to observations. Our global circulation
model uses the full gaseous opacities and not a double-gray
framework. We make no assumptions on the global mixing of
the clouds in the planet, and furthermore we use the opacity

Figure 1. Pressure–temperature profiles from our fiducial model for a planet
with Teq=1900 K (gray: profiles at all latitudes and longitudes; light green:
profiles at the limb west of the substellar point; dark green: profiles at the limb
east of the substellar point; blue: profiles at less than 20◦ of the antistellar point;
red: profiles at less than 20◦ of the substellar point). The condensation curves of
several important species are plotted as dashed lines. At a given pressure, if the
temperature is cooler than the condensation temperature, we consider the
atmosphere cloudy. For pressures lower than Ptop, we assume that clouds are
not present, with this cloud top pressure used as a free parameter.

Figure 2. Phase curves from our fiducial model for a planet with Teq=1900 K
in the Kepler bandpass (black) with the contributions from thermal emission
(red) and reflected light (blue). The flux from the planet’s visible hemisphere at
several phases is also depicted. Secondary eclipse happens at phase 0 and
transit at phase ±180. This is for silicate clouds with a=0.1 μm and
Ptop=1 μbar.

Figure 3. Phase shift of the maximum of the Kepler lightcurve relative to the
secondary eclipse (top) and apparent geometric albedo of the planet in the
Kepler bandpass (bottom) as a function of the equilibrium temperature of the
planet. The apparent geometric albedo includes the contribution from both the
thermal and the reflected light. Different colors are analyses from different
authors. Purple circles are the data from Esteves et al. (2015)—used in this
study—green squares are from Angerhausen et al. (2015), blue triangles are
from Shporer & Hu (2015),and orange diamonds are from Heng & Demory
(2013). Kepler-43b was removed from the analysis as it is doubtful whether the
signal is of planetary origin or due to stellar activity(Esteves et al. 2015).
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In order to understand this correlation, we calculate a priori
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Figure 1). We do not calculate the dynamical mixing of the
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not form, and a particle size, both considered as free
parameters. Lastly, given the thermal structure and the cloud
structure, we model both the thermal and the scattered light
from the planet, calculate the phase curve in the Kepler
bandpass, and compare it to the observations.
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that aimed to fit ad hoc cloud models to the Kepler light curves
by treating the condensation curve of the cloud, the thermal
structure of the planet, or the optical properties of the clouds as
free parameters, we calculate a priori the 3D thermal structure
and use the condensation temperature and cloud optical
properties from known potential condensates to constrain the
cloud physical properties and composition. Our work is also
different from Oreshenko et al. (2016), who also compared the
temperature map from a global circulation model to the
condensation curve of different cloud species. We aimfor a
more detailed calculation of observable signaturesand a much
wider comparison to observations. Our global circulation
model uses the full gaseous opacities and not a double-gray
framework. We make no assumptions on the global mixing of
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with Teq=1900 K (gray: profiles at all latitudes and longitudes; light green:
profiles at the limb west of the substellar point; dark green: profiles at the limb
east of the substellar point; blue: profiles at less than 20◦ of the antistellar point;
red: profiles at less than 20◦ of the substellar point). The condensation curves of
several important species are plotted as dashed lines. At a given pressure, if the
temperature is cooler than the condensation temperature, we consider the
atmosphere cloudy. For pressures lower than Ptop, we assume that clouds are
not present, with this cloud top pressure used as a free parameter.

Figure 2. Phase curves from our fiducial model for a planet with Teq=1900 K
in the Kepler bandpass (black) with the contributions from thermal emission
(red) and reflected light (blue). The flux from the planet’s visible hemisphere at
several phases is also depicted. Secondary eclipse happens at phase 0 and
transit at phase ±180. This is for silicate clouds with a=0.1 μm and
Ptop=1 μbar.

Figure 3. Phase shift of the maximum of the Kepler lightcurve relative to the
secondary eclipse (top) and apparent geometric albedo of the planet in the
Kepler bandpass (bottom) as a function of the equilibrium temperature of the
planet. The apparent geometric albedo includes the contribution from both the
thermal and the reflected light. Different colors are analyses from different
authors. Purple circles are the data from Esteves et al. (2015)—used in this
study—green squares are from Angerhausen et al. (2015), blue triangles are
from Shporer & Hu (2015),and orange diamonds are from Heng & Demory
(2013). Kepler-43b was removed from the analysis as it is doubtful whether the
signal is of planetary origin or due to stellar activity(Esteves et al. 2015).
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Parmentier+ (2016)

eastward, the offset in the Kepler lightcurve is always positive.
The magnitude of the shift in the Kepler lightcurve is
determined by two competitive physical processes: the
temperature contrast and the shift of the hottest point eastward
of the substellar point. While the temperature contrast increases
with equilibrium temperature, the eastward shift of the hot spot
decreases. At these temperatures, the hotter the gas, the greater
the emission in the Kepler bandpass. Therefore, an increase in
the temperature contrast leads to an increase in the shift of the
maximum of the Kepler light curve. On the contrary, a smaller
shift of the hottest point leads to a smaller shift of the maximum
of the lightcurve. For equilibrium temperatures smaller than
1900 K the effect of the flux contrast dominates and the shift of
the maximum of the Kepler light curve increases with
equilibrium temperatures. For hotter planets, the effect of the
shift of the hot spot dominates and the shift of the maximum of
the Kepler lightcurve decreases with equilibrium temperatures.

For cloudy planets, the offset in the Kepler lightcurve is
always zero at low equilibrium temperatures, when the planet is
homogeneously covered by clouds. It reaches a minimum when
inhomogeneous clouds are present and becomes positive at
high temperatures when the thermal emission dominates the
flux. The equilibrium temperature for which there is a shift
depends weakly on the physical properties of the cloud, such as

particle size and vertical extent (see Section 3.2.1), and is
therefore a good signature of the cloud composition.
The bottom panel of Figure 6 shows the apparent geometric

albedo in the Kepler bandpass. Here we use the word
“apparent” as it is calculated directly from the planets’
secondary eclipse depth: it is the ratio of the flux received by
the planet from the star to the total outgoing flux leaving the
planet in our direction. The apparent albedo is determined both
by the reflectivity of the atmosphere and by the thermal
emission of the planet in the Kepler bandpass. For cloudless
planets the apparent geometric albedo increases with equili-
brium temperatures because more photons are emitted in the
Kepler bandpass when the planet gets hotter. For cloudy
planets, the albedo follows the same curve as for the cloudless
planet at high equilibrium temperatures, when the planet’s
dayside is too hot for clouds to form. When the equilibrium
temperature decreases, the albedo increases as the cloud cover
in the dayside increases. When the planet is cold enough to be
homogeneously covered by clouds, the apparent geometric
albedo reaches a plateau, the value of this plateau being
determined by the abundance and the scattering properties of
the condensates.
By comparing the maps of Figure 5 and the two panels of

Figure 6, we see that large phase shifts in the Kepler phase
curves appear for planets that only possess a longitudinally
narrow layer of cloud near the western terminator (see the case
of MnS clouds with Teq=1500 K) or for planets that have half
their dayside covered by clouds (see the case of silicateclouds
with Teq=1700 K). This corresponds to planets with low to
moderate albedos. Planets with large geometric albedos must
be entirely covered by clouds, and thus we do not expect them
to have a significant shift in their phase curve.
Few cloud species have a single-scattering albedo large

enoughto produce a large shift in the Kepler lightcurve.
Perovskite clouds, silicate clouds, manganese sulfide clouds, or
sodium sulfide clouds have asingle-scattering albedo larger
than 0.95 and can produce a large offset in the Kepler
lightcurve. Corundum clouds (w0≈0.88), iron clouds
(w0≈0.67), and chromium clouds (w0≈0.67) have smaller
albedos, leading to darker clouds and a smaller phase shift in
the Kepler bandpass.
The integrated vertical optical depthsof our cloud species

(see Figure 17 in Appendix B) are several orders of magnitudes
larger than shown in the brown dwarf literature. This is
expected as the cloud optical depth at a given pressure level is
inversely proportional to the gravity of the object and hot
Jupiters have gravities ≈100 times smaller than brown
dwarfs(see Marley 2000). As a consequence, clouds that are
believed to be optically thin or barely optically thick in brown
dwarfatmospheres, such as perovskite clouds, chromium
clouds, or sulfide clouds(see Morley et al. 2012), can play
an important role in hot Jupiteratmospheres.
As shown in Figure 6, models with silicate or manganese

sulfide clouds can match the albedo and phase shift of
Kepler-7b and Kepler-8b. Models with silicate clouds are
also able to reproduce the observations of Kepler-41b but
predict a zero phase shift and a large albedo for Kepler-12b,
in stark contrast with the observations. Conversely, models
with manganese sulfide clouds match the observations of
Kepler-12b but are unable to reproduce the large phase shift
observed for Kepler-41b as the planet is too hot for MnS clouds
to form in its dayside. Models with perovskite clouds can also

Figure 6. Offset of the maximum of the Kepler light curve compared to the
phase of the secondary eclipse (top) and apparent geometric albedo of the
dayside hemisphere (bottom). Each line represents either a model without
clouds or a model with a single cloud species. The cloud particle size is
assumed to be 0.1 μm,and the cloud top pressure is 1 μbar. The data arefrom
Esteves et al. (2015), black points have measured shift, whereas gray points
only have an albedo measurement.
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In order to understand this correlation, we calculate a priori
the thermal structure of a range of cloudless, solar-composition
hot Jupiter atmospheres with different equilibrium temperatures
using the three-dimensional global circulation model SPARC/
MITgcm(Showman et al. 2009). We then use this thermal
structure to determine the longitudinal and latitudinal distribu-
tion of clouds in each modeled planet. We assume local
equilibrium clouds, meaning that in a given atmospheric cell,
all the condensable material condenses until the partial pressure
of the remaining gas matches the saturation pressure (see
Figure 1). We do not calculate the dynamical mixing of the
clouds,as done in Parmentier et al. (2013), or calculate the
particle size distribution, as done in Ackerman & Marley
(2001). Instead, we parameterize the vertical mixing and the
microphysics by a cloud top pressure, below which clouds do

not form, and a particle size, both considered as free
parameters. Lastly, given the thermal structure and the cloud
structure, we model both the thermal and the scattered light
from the planet, calculate the phase curve in the Kepler
bandpass, and compare it to the observations.
Unlike previous work(Demory et al. 2013; Hu et al. 2015;

Munoz & Isaak 2015; Shporer & Hu 2015; Webber et al. 2015)
that aimed to fit ad hoc cloud models to the Kepler light curves
by treating the condensation curve of the cloud, the thermal
structure of the planet, or the optical properties of the clouds as
free parameters, we calculate a priori the 3D thermal structure
and use the condensation temperature and cloud optical
properties from known potential condensates to constrain the
cloud physical properties and composition. Our work is also
different from Oreshenko et al. (2016), who also compared the
temperature map from a global circulation model to the
condensation curve of different cloud species. We aimfor a
more detailed calculation of observable signaturesand a much
wider comparison to observations. Our global circulation
model uses the full gaseous opacities and not a double-gray
framework. We make no assumptions on the global mixing of
the clouds in the planet, and furthermore we use the opacity

Figure 1. Pressure–temperature profiles from our fiducial model for a planet
with Teq=1900 K (gray: profiles at all latitudes and longitudes; light green:
profiles at the limb west of the substellar point; dark green: profiles at the limb
east of the substellar point; blue: profiles at less than 20◦ of the antistellar point;
red: profiles at less than 20◦ of the substellar point). The condensation curves of
several important species are plotted as dashed lines. At a given pressure, if the
temperature is cooler than the condensation temperature, we consider the
atmosphere cloudy. For pressures lower than Ptop, we assume that clouds are
not present, with this cloud top pressure used as a free parameter.

Figure 2. Phase curves from our fiducial model for a planet with Teq=1900 K
in the Kepler bandpass (black) with the contributions from thermal emission
(red) and reflected light (blue). The flux from the planet’s visible hemisphere at
several phases is also depicted. Secondary eclipse happens at phase 0 and
transit at phase ±180. This is for silicate clouds with a=0.1 μm and
Ptop=1 μbar.

Figure 3. Phase shift of the maximum of the Kepler lightcurve relative to the
secondary eclipse (top) and apparent geometric albedo of the planet in the
Kepler bandpass (bottom) as a function of the equilibrium temperature of the
planet. The apparent geometric albedo includes the contribution from both the
thermal and the reflected light. Different colors are analyses from different
authors. Purple circles are the data from Esteves et al. (2015)—used in this
study—green squares are from Angerhausen et al. (2015), blue triangles are
from Shporer & Hu (2015),and orange diamonds are from Heng & Demory
(2013). Kepler-43b was removed from the analysis as it is doubtful whether the
signal is of planetary origin or due to stellar activity(Esteves et al. 2015).
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Clouds ?
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Alternatively, dynamical predictions may be correct, but ulti-
mately overshadowed by optically thick nightside clouds. Clouds 
are predicted to be present on the nightsides of all hot Jupiters25–27, 
but the cloud composition depends on the temperature, pressure, 
and cloud formation physics. Observationally, nightside clouds 
have been previously invoked to explain non-detections of night-
side flux13,16,28. The nightside temperature trend—or lack thereof—
implies that the hot Jupiters in our study all have nightside clouds 
that emit at similar temperatures. Vertical mixing sets the cloud- 
top pressure, so in principle, we could be seeing cloud tops from 
different cloud species that all happen to have similar vertical cloud-
top temperatures.

A simpler explanation is that hot Jupiters all have the same spe-
cies of nightside clouds, which condense at a similar cloud-base tem-
perature. The emitting temperature corresponds to the cloud-top 
temperature, which would be slightly cooler than the condensation 
temperature. These clouds would emit thermal radiation around the 
same effective temperature, and block outgoing longwave radiation 
from below, requiring clouds with large grains. Potential cloud spe-
cies include manganese sulfide or silicate clouds, based on conden-
sation curves25. As we show in Fig. 3, the nightside infrared colours 
are roughly isothermal. The similarity of the brightness temperature 
between Spitzer bandpasses implies that they are probing parts of 
the atmosphere with similar temperatures, consistent with optically 
thick clouds.

Incorporating radiative feedback and detailed cloud micro-
physics is computationally intensive, which is the reason many 

studies have used cloud-free general circulation models, and post- 
processed clouds afterwards using the resulting temperature–pressure  
profiles and cloud condensation curves. However, post-processing 
of exoplanet clouds can lead to different predictions of cloud cover-
age, phase offsets and day–night temperature contrasts than more 
intricate models26,27. Fully three-dimensional models incorporating 
realistic cloud physics and heat transport due to hydrogen chem-
istry are clearly needed to properly understand hot Jupiters span-
ning the full range of irradiation temperatures. Realistic treatments 
of magnetic effects may be necessary for the hottest planets24,29. On 
the observational front, spectroscopic phase-curve observations at 
longer wavelengths5, with the Mid-Infrared Instrument onboard the 
James Webb Space Telescope30 and with the Atmospheric Remote-
sensing Infrared Exoplanet Large-survey6, will make it possible to 
characterize the dominant cloud species on hot Jupiter nightsides.

Methods
We estimated nightside effective temperatures with two different methods. We 
outline the methods in the sections that follow.

Method 1. Disk-integrated !ux. Our !ducial analysis used the disk-integrated 
"ux, from phase curves, to estimate e#ective temperatures. Previous e#orts have 
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Fig. 1 | Dayside and nightside effective temperatures for 12 hot Jupiters, 
and one brown dwarf (KELT-1b). Top: dayside temperatures for the 
hot Jupiters in our analysis are proportional to the planets’ irradiation 
temperatures, T0 ! T?
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temperatures. The error bars correspond to the 1σ confidence intervals. 
Nightside temperatures are all around 1,100!K with a slight upward trend.
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Fig. 2 | Best-fit models for the nightside temperatures of 12 hot Jupiters. 
Top: best-fit analytic, dynamical models3,4,21. The error bars correspond to  
the 1σ confidence intervals. The model including hydrogen dissociation is a 
much better fit (χ2/datum!=!4.5) than the model without (χ2/datum!=!8.5), 
but in both cases the model predicts greater planet-to-planet variance due to  
differences in predicted wind speeds. The wind speed depends on the gravity 
wave propagation timescale, which itself depends on the radius and mass 
of a planet. Differences in radius, mass and rotation rate of these planets 
lead to variance in the predicted nightside temperatures. Bottom: best-fit 
semi-analytic energy balance models, using a common wind speed for all 
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model that includes hydrogen dissociation is a better fit (χ2/datum!=!3.4) 
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dayside temperature
Keating+ (2019) but see also Beatty+ (2019)

nightside temperature

However, it seems more likely that KELT-1b’s observed
thermal emission is being heavily modulated by clouds.
Furthermore, when we consider the ensemble phase curve
properties of KELT-1b and the hot Jupiters, it appears that
essentially all of the objects for which we have 3.6 and
4.5 μmSpitzer phase curves also show evidence for clouds
affecting their thermal emission properties.

We see this in four different ways:

1. The most recent set of published phase offset measure-
ments—including KELT-1b—are consistent with the
observed planets having a constant phase offset of 14°
for all planetary equilibrium temperatures, though with a
high scatter. This conflicts with thermal-only GCM
predictions that cooler planets should show large
(∼70°) offsets (Zhang et al. 2018).

2. The relatively low nightside flux that we measure for
KELT-1b requires that the underlying atmospheric
intensity map (as opposed to the disk-integrated flux we
actually observe) display a sharp transition between the
day- and nightsides, and be at a roughly constant intensity
level across the nightside.

3. When we examine the day- and nightside brightness
temperatures for all the planets at 3.6 and 4.5 μm, we see
two remarkable trends. First, the dayside brightness
temperatures show a strong linear trend as a function of
planetary equilibrium temperature. Second, the nightside
brightness temperatures in both bands are consistent with
all the planets having constant, ∼1000 K, nightsides.

4. Using Gaia DR2 parallaxes for KELT-1b and the other
planets, we can trace the phase evolution of their
atmospheres on a color–magnitude diagram (CMD).
These trajectory plots suggest that the planets have
nightside colors that are only explained by the presence
of clouds.

For reference, the planets that we compared KELT-1b to in the
rest of this section were all the hot Jupiters for which there are
published 3.6 or 4.5 μmSpitzer phase curve observations.
These were: HAT-P-7b (Wong et al. 2016), HD 189733b
(Knutson et al. 2012), HD 149026b (Zhang et al. 2018),
WASP-12b (Cowan et al. 2012), WASP-14b (Wong et al.
2015), WASP-18b (Maxted et al. 2013), WASP-19b (Wong
et al. 2016), WASP-33b (Zhang et al. 2018), WASP-43b
(Mendonça et al. 2018), and WASP-103b (Kreidberg et al.
2018). We also included the 4.5 μmresults for HD 209458b
(Zellem et al. 2014). Note that we used the recent reanalysis of
the WASP-43b phase curves by Mendonça et al. (2018), rather
than the original results of Stevenson et al. (2017). Note too
that we did not include HAT-P-2b (Lewis et al. 2013), since it
is on a very eccentric (e=0.52) orbit and therefore will have
different atmospheric dynamics compared to the other hot
Jupiters on circular orbits.

4.1. Phase Offsets and Their Lack of Variation with
Temperature

Thermal-only atmospheric models generally predict a strong
correlation between the zero-albedo planetary equilibrium
temperature, and the measured eastward phase offset in the
planetary atmosphere. As described in Zhang et al. (2018),
cloudless GCMs from Kataria et al. (2016) predict a trend with
equilibrium temperature of mgcm≈−0.04°K−1, which would
imply a difference of 70° between the offsets of the hottest and

the coolest planets. Similarly, simple thermal-only energy
transport models (Cowan & Agol 2011a; Schwartz et al. 2017)
also indicate that planetary atmospheres that zonally advect
heat from the day- to nightside should show higher phase curve
offsets at lower equilibrium temperatures.
Observationally, no strong correlation between phase offsets

and day–night temperature contrast has been seen, which has
been considered indicative of non-thermal influences on the
hotspot locations (e.g., Crossfield 2015, and references
therein). Recently, Zhang et al. (2018) noted an apparent
two-part trend for phase offsets as a function of the zero-albedo
planetary equilibrium temperature.7 The authors suggested that
this two-part trend could be caused by the increasing amounts
of high-altitude dayside clouds up to 2400 K, followed by
dispersal of the clouds in the planets hotter than the break-
point.
Zhang et al. (2018) specifically found that the combined 3.6

and 4.5 μmphase offsets for planets cooler than 2400 K
decreased as the equilibrium temperature increased at a rate of
−0.020±0.003°K−1. Planets hotter than the 2400 K break-
point then began to show increasing phase offsets at the rate of

�
� �0.055 K0.016

0.024 1D (dashed black line, Figure 6). Zhang et al.
(2018) did caution that the trend for the hotter planets was
based on only three observations and might not be real.
One extremely important point that we discovered while

attempting to replicate the result of Zhang et al. (2018) is a

Figure 6. 3.6 and 4.5 μmphase curve offsets as a function of equilibrium
temperature. The light blue rectangle shows our measured offsets for KELT-1b.
For our analysis we used the results of Mendonça et al. (2018) for WASP-43b,
rather than those of Stevenson et al. (2017), but as a comparison we also show
the points from Stevenson et al. (2017) as the two grayed-out points offset just
to the right of the offsets of Mendonça et al. (2018). Recently Zhang et al.
(2018) suggested that Spitzer phase curve offsets follow a two-stage trend:
linearly decreasing up to Teq=2400 K, and linearly increasing thereafter
(black dashed line). However, while trying to replicate the results of Zhang
et al. (2018) we discovered an undocumented numerical effect in Python’s
scipy.odr package that causes unrealistically small uncertainties in linear
regressions (see the discussion in Section 4.1). When we correct for this effect
we find that that the offsets of the cooler planets do not show a strong trend
with temperature. Instead, the simplest explanation of these offset measure-
ments is that they are approximately constant with temperature, but with a high
scatter: we find a combined slope of � � o �m 0.002 0.008 Kall

1D (gray line
with the shaded region as the 1σ uncertainty).

7 Zhang et al. (2018) actually used the planetary “irradiation” temperature,
which is �T T2ir eq. For this discussion we have converted their results
to Teq.
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A continuum from clear to cloudy hot-Jupiter exoplanets without primordial water depletion   4  

 

 
Figure 1 | HST/Spitzer transmission spectral sequence of hot-Jupiter survey targets. Solid 
coloured lines show fitted atmospheric models with prominent spectral features indicated.  The spectra 
have been offset, ordered by values of ΔZUB-LM (the altitude difference between the blue-optical and 
mid-infrared, Table 1). Horizontal and vertical error bars indicate the wavelength spectral bin and 1σ 
measurement uncertainties, respectively.  Planets with predominantly clear atmospheres (top) show 
prominent alkali and H2O absorption, with infrared radii values commensurate or higher than the 
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decreasing temperature for 950 K < Teq < 1,800 K. Below 950 K, ris-
ing methane photodissociation rates lead to hydrocarbon haze for-
mation at extremely low pressures (~1 μbar), resulting in the 1.4 μm 
water band amplitude decreasing with decreasing temperature.

Variations in warm giant exoplanet cloudiness with atmospheric 
metallicity and planet gravity are minor compared with that of equi-
librium temperature, consistent with observations15. Changes in 
atmospheric metallicity between 1× and 10× solar leads to the same 
magnitude changes in both water and condensate vapour abun-
dance, resulting in much smaller changes in the 1.4 μm water band 
amplitude. Higher metallicities should greatly amplify these changes, 
however, due to the rapid decrease in the atmospheric scale height 
compared with our assumed scale height, computed assuming an 
atmospheric molecular weight of 2.3 g mol−1, appropriate for solar 
metallicity. Likewise, the column atmospheric mass, and therefore 
the gas opacity, is inversely proportional to gravity, while the aerosol 
vertical transport timescale is also inversely proportional to gravity 
when transport is dominated by eddy diffusion, assuming the mixing 
length formulation for the eddy diffusion coefficient (Methods), and 
the square of the gravity when transport is dominated by sedimenta-
tion. As gravity only varies by a factor of 5 in our sample, changes in 
gravity leads to only minute changes in the 1.4 μm water band ampli-
tude, since both aerosol and gas opacity vary similarly.

The variations that are present when atmospheric metallicity 
and gravity are altered are dominated by changes in the tempera-
ture profile; higher metallicities and lower gravities lead to higher 
atmospheric temperatures for a given equilibrium temperature due 
to higher gas opacities caused by higher heavy element content and 
higher atmospheric mass, respectively. For cloudy atmospheres, 
this results in the largest differences between different atmospheric 
metallicity and gravity cases at equilibrium temperatures where 
cloud species first form at high altitudes, that is, Teq ≈ 2,100 K, since 
the difference in pressures probed with and without clouds is maxi-
mized (Figs. 1 and 2b). Temperature and metallicity are also impor-
tant in determining whether CH4 or CO is the dominant carbon 
species, leading to large differences between the different metallicity 

and gravity cases at Teq ≈ 950 K, where photochemical hazes become 
the major aerosol opacity source.

Our results contrast with previous studies that predicted the 
importance of metal sulfide and chloride clouds16,17, hydrocarbon 
hazes at Teq > 950 K (ref. 21) and sulfur hazes11 for transmission, 
emission and reflected light observations of exoplanets and brown 
dwarfs. By accounting for nucleation energy barriers, we found that 
the formation of metal sulfide clouds is strongly inhibited, and thus 
they do not contribute to aerosol opacity. In contrast, KCl cloud for-
mation is highly efficient due to the low nucleation energy barrier 
of KCl (Fig. 3), but the KCl cloud layer is hidden beneath the hydro-
carbon haze. As such, KCl clouds may contribute substantially to 
the aerosol opacity at Teq < 950 K for objects where haze formation 
is negligible, such as standalone brown dwarfs and directly imaged 
planets. High-temperature hazes may contribute to warm giant exo-
planet aerosol opacities, but their effect may only be significant for 
Teq < 1,300 K (ref. 21), while sulfur hazes derived from hydrogen sul-
fide form at temperatures lower than those considered here11. More 
generally, while the importance of silicate clouds and hydrocarbon 
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the permanent nightsides of warm giant exoplanets may be cool enough 
for cloud formation even when Teq!>!2,100!K (ref. 68). b, The atmospheric 
pressure level probed by transmission spectra at the wavelength of 
minimum transit radii in the J or H bands (dashed) and at the wavelength 
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For clear planets, both the 1.4!μm water band and the J or H bands probe 
lower pressures with increasing temperature due to the temperature 
dependence of the water absorption cross-section69; this trend changes 
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Muted H2O absorption features in 
some transmission spectra

Silicate clouds ?Hydrocarbons ?

Clouds ? ( 透過光スペクトルからの示唆 )
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より小さな惑星、よりcoolな惑星への展開
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観測機器の系統誤差の影響
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HZ惑星（mini-Neptune? super-Earth?）の透過光スペクトル
8 Benneke et al.

Figure 3. Transmission spectrum of K2-18b computed from our global spectroscopic and broadband transit light-curve analysis
(black points), and a random sampling of the model transmission spectra in the retrieval MCMC chain (blue). The shaded
regions indicate 1� and 2� credible intervals in the retrieved spectrum (medium and light blue, respectively), relative to the
median fit (dark blue line) and the overall best-fitting model (red). The main feature of the transmission spectrum is the
prominent increase in transit depth within the 1.4 µm vibrational band of water vapor covered by the HST/WFC3 data. The
K2 data point is plotted at visible wavelengths and the Spitzer/IRAC measurements are indicated at 3.6 and 4.5 µm. The
secondary vertical axis on the right indicates the atmospheric pressure for the best-fitting model.

explore the most extreme scenarios where the spot and
faculae covering fractions can be as high as 100%, but
even those stellar inhomogeneity models fail to explain
the amplitude of the observed transit depth variation.
They deliver an absolute maximum of 20 ppm at 1.4µm,
which still only corresponds to less than a quarter of the
transit depth variation in the observations. We conclude
that stellar inhomogeneities and activity cannot explain
the measured transmission spectrum.

4. ATMOSPHERIC MODELING

We compute quantitative constraints on the atmo-
sphere of K2-18b using the SCARLET atmospheric re-
trieval framework (Benneke & Seager 2012, 2013, Knut-
son et al. 2014a, Kreidberg et al. 2014, Benneke 2015,
Benneke et al. 2019). To be as independent of model
assumption as possible, we employ the “free retrieval”
mode, which parameterizes the mole fractions of the
molecular gases, the pressure of the cloud deck, and
the atmospheric temperature as free fitting parameters.
SCARLET then determines their posterior constraints
by combining the atmospheric forward model with a
Bayesian MCMC analysis.
To evaluate the likelihood for a particular set of pa-

rameters, the atmospheric forward model first computes

a model atmosphere in hydrostatic equilibrium, then de-
termines the opacities of molecules at each layer, and
finally computes the transmission spectrum. Beyond
H2/He, our model allows for H2O, CH4, CO, CO2, NH3,
HCN, and N2 with a log-uniform prior for mixing ratios
between 10�10 and 1. We find that only H2O is required
by the data and that including the other molecules has
virtually no impact on the best fit to the data. Follow-
ing Benneke & Seager (2012, 2013), we also include a
cloud deck at a freely parameterized cloud top pressure
with a log-uniform prior between 0.1mbar and 10 bar.
The cloud deck is assumed to be opaque to grazing
light beams below the cloud top pressure as would oc-
cur for large droplets. We also explored a more complex
three-parameter Mie-scattering cloud description as in-
troduced in Benneke et al. (2019); however, we find no
significant improvement in the fit to the observed trans-
mission spectrum compared to gray clouds. Our atmo-
spheric temperature is parameterized using a single free
parameter for the mid-atmosphere probed by the ob-
servations because low-resolution transmission spectra
are largely insensitive to the exact vertical temperature
structure (Benneke & Seager 2012). We also considered
a five-parameter analytic model (Parmentier & Guil-

Benneke+ (2019); see also Tsiaras+ (2019)  K2-18b (2.6 Re, 8.63 Me)



TRAPPIST-1 planets の透過光観測

雲のないH2-richな大気は
棄却 

理論的にも、H2を保持し
ていないだろうと言われ
ている。2次大気は保持で
きるかも。 

(Stökl+ 2015,  
Unterborn+ 2018, Hori & 
Ogihara 2019, Dorn+ 
2018,  Airapetian+ 2017)
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alternative atmospheric scenarios are consistent with the data, such 
as atmospheres dominated by water, nitrogen or carbon dioxide 
(shown, respectively, in blue, dark green and light green in Fig. 2), 
tenuous atmospheres composed of a variety of chemical species3–6,23 
and atmospheres dominated by aerosols16. The consistency of HST/
WFC3’s transit depth estimates with those of the Spitzer Space 
Telescope’s Infrared Array Camera at 4.5 μ m (ref. 1) implies a lack 
of significant absorption features between the two different spec-
tral ranges covered24, thereby further indicating the absence of clear 
hydrogen-dominated atmospheres.

Hydrogen is a powerful greenhouse gas, and its presence in 
substantial amounts in an atmosphere therefore affects a planet’s 

habitability. The predominance of atmospheric hydrogen shapes 
the inner and outer edge of the habitable zone6,8, the circumstel-
lar region where water could stay liquid on a planetary surface12–14. 
While a substantial amount of hydrogen could prevent the atmo-
spheres of TRAPPIST-1’s outer planets to freeze, it would lead to 
high surface temperatures and pressures for the inner planets that 
are incompatible with liquid water. To be habitable, the inner plan-
ets must therefore have lost most of their atmospheric hydrogen, or 
never accreted or outgassed important amounts of hydrogen in the 
first place6.

Given the irradiation levels experienced by the Earth-sized 
planets in TRAPPIST-1’s habitable zone, theory suggests that the 

Table 1 | Transit depths and timings of TRAPPIST-1 planets d, e, f and g from programme HST-GO-14873

TRAPPIST-1 d TRAPPIST-1 e TRAPPIST-1 f TRAPPIST-1 g

Visit 1 (4 
December 
2016)

Transit deptha 3,984!± !87 – 6,227!± !192 –
Transit timingb 726.84005!± !0.00041 – 726.62108!± !0.00048 –

Visit 2 (29 
December 
2016)

Transit deptha – 4,754!± !88 – 7,823!± !133
Transit timingb – 751.87016!± !0.00036 – 751.83978!± !0.00047

Visit 3 (9 
January 
2017)

Transit deptha 8,066!± !354c – 6,452!± !172 –
Transit timingb 763.28978!± !0.00055c – 763.44484!± !0.00049 –

Visit 4 (10 
January 
2017)

Transit deptha – 5,005!± !101 – 7,739!± !219c

Transit timingb – 764.06713!± !0.00176 – 764.19120!± !0.00061c

Errors are standard deviations derived from the posterior probability distributions from our Markov chain Monte Carlo simulations.aTransit depths are reported as part per million (ppm).bTimings are 
reported as barycentric Julian date/barycentric dynamical time – 2,457,000.cThe transits of planets d and g during visits 3 and 4, respectively, were discarded due to strong systematics induced by a large 
drift of the stellar spectrum (see Methods).
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Fig. 2 | Transmission spectra of TRAPPIST-1 d, e, f and g compared with synthetic atmospheres dominated by hydrogen (H2), water (H2O), carbon 
dioxide (CO2) and nitrogen (N2). Trace gases are given in parentheses following the dominant gas. HST/WFC3 measurements are shown as black 
circles with 1σ  error bars. Each spectrum is shown shifted by its average over the WFC3 band. The measurements are inconsistent with the presence of 
a cloud-free H2-dominated atmosphere at greater than 3σ  confidence for planets d, e and f (only the values larger than 3σ  are reported in the legends). 
The measurements for all four planets are consistent with the multiple scenarios of compact atmospheres explored and with the transit depths 
obtained with the Spitzer Space Telescope’s Infrared Array Camera at 4.5!μ m (ref. 1) (solid purple line with 1σ  errors shown as dashed lines).  
RP, apparent planetary radius.
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James Webb Space Telescope への期待

‣ 期待１：TRAPPIST-1惑星や同等のトランジットHZ惑星の透過光分光による
大気組成の検出 

‣ 期待２：中間赤外線領域で、HZ惑星の熱輻射検出 ?　(次スライド)

4 Stevenson et al.

FIG. 2.— Recommended spectroscopic observing modes for transiting ex-
oplanets. For objects brighter than J ∼ 11, at least three visits will be re-
quired to achieve complete spectral coverage from 0.6 to 5.0 µm. NIRSpec’s
low-resolution prism mode may be a viable single-visit option for fainter tar-
gets. MIRI’s MRS mode uses a dichroic to simultaneously observe in all four
channels, but can only acquire spectral data from one sub-band (A, B, or C) at
any given time. Therefore, the MRS mode requires three visits for complete
wavelength coverage.

ter. Although its arrays were later replaced, the spacecraft
still undergoes thermal breathing on a timescale of∼ 30 min-
utes. The primary source of these systematics is the large ther-
mal gradients experienced when entering and exiting Earth’s
shadow. JWST will not orbit the Earth, so it will not undergo
such extreme temperature variations, but large spacecraft mo-
tions due to pointing changes may require a significant set-
tling time that may still not fully nullify line-of-sight jitter. As
an example, Spitzer takes ∼ 30 minutes to settle subsequent
to large changes in pointing, after which source positions un-
dergo jitter (or wobble) with an amplitude of 0.08 pixels and
a slow linear drift of 0.01 pixels per hour (Ingalls et al. 2016).
The wobble is caused by a battery heater cycling on and off
while the long-term drift is caused by a discrepancy between
the spacecraft’s instantaneous velocity aberration and the on-
board aberration correction that only takes place at the start of
each observation.
JWST will have a comparable jitter to pixel-scale ratio as

that of Spitzer/IRAC (Beichman et al. 2014), but its impact
will vary between instruments. Those with smaller spectral
extent (or height) along their spatial directions will encom-
pass fewer pixels and thus be more susceptible to inter- and
intra-pixel sensitivity variations. The former is due to an
imprecise flat field and the latter is thought to be the result
of a non-uniform quantum efficiency across the pixel sur-
face. Intra-pixel sensitivity variations are the primary sys-
tematic in Spitzer’s InSb detector arrays and methods to pre-
cisely model this systematic took several years to develop
(e.g., Ballard et al. 2010; Stevenson et al. 2012; Lewis et al.
2013; Deming et al. 2015). Recent work by the community
(Ingalls et al. 2016) has shown that we now have a good un-
derstanding of Spitzer systematics and can achieve consistent
results using multiple techniques.
Although NIRCam, NIRSpec, and NIRISS are function-

ally different instruments, they operate at overlapping near-
infrared wavelength regions using similar Teledyne HgCdTe
“Hawaii” detectors. Since HST/WFC3 also uses a HgCdTe

Hawaii detector, we can anticipate some of the instrument
systematics that we are likely to encounter. For example,
at fluences > 40,000 e- per pixel, WFC3 experiences an in-
crease in intensity (similar to a ramp or hook) after each
buffer dump (e.g., Berta et al. 2012; Deming et al. 2013;
Swain et al. 2013; Wilkins et al. 2014). For similar reasons,
but independent of flux, WFC3 also exhibits an HST orbit-
long ramp that is readily apparent in most spatial scan data
(e.g., Kreidberg et al. 2014b; Wakeford et al. 2016). Because
WFC3 is a slitless spectrograph, it is not subject to slit losses.
However, NIRSpec’s 1.6′′ square aperture may be subject to
slit losses in the event of larger-than-expected telescope jitter
or drift.
MIRI uses a Si:As array that is a successor to Spitzer’s

IRAC detectors at 5.8 and 8.0 µm. IRAC’s redder channel
exhibited a well-studied, time-dependent rising ramp (e.g.,
Harrington et al. 2007; Knutson et al. 2009; Agol et al. 2010;
Stevenson et al. 2012) while the bluer channel’s falling ramp
was similar but less-studied. As a result, we can leverage past
experience with Spitzer to better understand and remove what
are likely to be similar systematics in MIRI.
Ultimately, there is no transit-spectroscopy-specific error

budget for JWST or any of its instrument modes. Until we
can make on-sky measurements, it is unclear which instru-
ment and observing-mode combination will achieve the best
performancewith minimal systematics. Measuring the instru-
ments’ relative on-sky performances can most effectively be
achieved by observing a single target orbiting a quiet, mod-
erately bright host star in all recommended modes and wave-
length regions. By observing a common source with a quiet
host star, the community will be able to directly compare the
capabilities of each instrument, investigate potential offsets
between exoplanet transmission/emission spectra at overlap-
ping wavelengths, and establish a list of best observing prac-
tices from the beginning. By not pushing the limits of each
instrument, we will be able to apply standard detector read
patterns (e.g., reset – read – read...) and investigate typical in-
strument behaviors that will apply to the majority of transiting
exoplanet observations.

3. COMMUNITY TARGETS
Here we identify exoplanets that are best suited to achieving

the goals of the ERS program. Because ERS data will have
no proprietary period and are intended to provide the building
blocks for future programs, we refer to these exoplanets as
“community targets.” Most exoplanets do not qualify as com-
munity targets because they do not meet the necessary cri-
teria. Specifically, we assert that a community target should
have the following attributes:

1. A high ecliptic latitude (|β|> 45◦),
2. A short orbital period (P< 10 days),
3. A well-constrained orbital solution and planet mass,
4. A relatively bright and quiet host star (J < 10.5,
logR′

HK ! −4.8), and
5. A transmission spectrum with measurable spectro-
scopic features (∆D> 50 ppm/H).

A high ecliptic latitude and short orbital period are necessary
to ensure a long visibility window (" 6 months) with a rea-
sonable number of transit opportunities (" 20). Unexpected
delays can push back the launch date or commencement of
Cycle 1 by several months; therefore, a community target can-
not have a highly restrictive visibility window. Also, a planet
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Figure 1. True color image of the Earth–Moon system, taken as part of NASA’s EPOXI mission, compared to a simulated image using 10 µm brightness temperatures
from our models. The spectra on the right show the corresponding flux at 10 pc from the Moon (gray), Earth (blue), and the combined Earth–Moon flux (black), not
including transit effects. The panel below the spectra shows the wavelength-dependent lunar fraction of the total signal. Images and spectra are for a phase angle of
75.◦1.

The lunar nightside temperature is measured to be roughly
100 K (Racca 1995), but our model is not sensitive to the specific
value that we choose for the nightside temperature since the
wavelength-dependent thermal flux coming from such a cold
blackbody is more than 100 times smaller than the thermal
flux coming from Earth or the full-phase Moon. As noted by
Moskovitz et al. (2009), a large day–night temperature contrast
for a Moonlike body can be maintained as long as its rotational
period is above a certain threshold. For the average lunar surface
heat capacity and temperature, this timescale is about 20 hr.
Longer rotational periods than this are likely for Moonlike
companions to extrasolar Earthlike planets as the timescale for
synchronous rotation due to tidal forces (Gladman et al. 1996)
is small when compared to the lifetime of a star similar to, or
smaller than, the Sun.

Our model does not include a phase-dependent correction to
the Moon’s thermal flux that is sometimes incorporated into
parameterized spectral models of airless bodies to account for
the so-called beaming effect. The effect amounts to corrections
at roughly the 10% level or less (Morrison 1973; Mendell &
Lebofsky 1982; Lebofsky et al. 1986; Rozitis & Green 2011),
which is small enough to be ignored for this study. Note that
Equation (3) does not include a reflected solar component.
We investigated the importance of reflected sunlight in our
results by using the moderate spectral resolution (λ/∆λ ∼ 500)
EPOXI lunar observations (Livengood et al. 2011), which were
acquired at a phase angle of 75.◦1 and spanned 1.0–4.5 µm.
We assumed a Lambert phase function to extrapolate the
observations to different phases, and found no significant change
in the detectability discussed in later sections. Also, note that, by
integrating Equation (3) over wavelength to produce an analytic
expression for the phase-dependent bolometric thermal flux, we
were able to reproduce the bolometric IR light curves for the
Moon from Moskovitz et al. (2009).

3. RESULTS

Temperatures near the sub-solar point on the Moon reach
nearly 400 K. As a result, at thermal wavelengths the brightness

of some regions on the Moon can be much greater than any
region on Earth. In Figure 1, we demonstrate this behavior
by comparing a visible light, true color image from NASA’s
EPOXI mission, taken at a phase angle of 75.◦1, and the same
image in 10 µm brightness temperatures from our Earth and
Moon models. Note that intensities from the Moon are quite
small in the true color visible image, which is due to the
relatively low average visible albedo of the Moon (about 7%,
compared to about 30% for Earth). In the thermal image,
though, regions near the sub-solar point on the Moon appear
brighter than any regions on Earth’s disk. Figure 1 also shows
the corresponding disk-integrated flux received at 10 pc for
the Moon, Earth, and the combined system. As might be
expected, the disk-integrated Earth significantly outshines the
disk-integrated Moon, with the Moon typically accounting for
less than 10% of the combined flux at most IR wavelengths.
However, the Moon contributes as much as 50% of the flux
at wavelengths near the 6.3 µm water band. The following
subsections explore the lunar contribution to IR observations of
the Earth–Moon system and, furthermore, how the wavelength-
and phase-dependent nature of this contribution can be used to
detect Moonlike satellites around terrestrial exoplanets.

3.1. Lunar Contribution to Combined Flux

To investigate the extent to which an exoMoon could influence
measurements of the disk-integrated spectrum of an exoEarth,
we ran our Earth model for a variety of different dates (vernal
equinox, as well as mid-northern summer and winter) in 2008
(the most recent year for which CarbonTracker data were
available). Seasonal variability in disk-integrated fluxes from
Earth were roughly 10%–15% in the 10–12 µm window region
and were generally much smaller at other IR wavelengths, which
agrees with the observations published by Hearty et al. (2009).

Figure 2 shows the fluxes received from the Moon, Earth,
and the combined Earth–Moon system at two different viewing
geometries: full phase and quadrature (50% illumination, phase
angle of 90◦). In both cases, the observations are averaged over
24 hr at Earth’s vernal equinox, and the observer is viewing
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Fig. 2.— Thermal phase curves for a bare rock (left) and a planet with 35% heat redistribution. The models both assume an inclination
of 60 degrees and an albedo of 0.1.

Fig. 3.— The phase variation spectrum for Proxima b. The mod-
els (blue and red curves) correspond to the di↵erence between the
measured star+planet spectrum at phase 0.5 and at phase 0.0 for
the case of a rock (no heat redistribution, blue), and a planet with
an atmosphere that advects 35% of the heat to the nightside (red).
The data points are simulated MIRS/LRS measurements from 5 -
12 µm and MIRI imaging measurements > 12µm. The uncertain-
ties for the simulated data are based on the photon noise for the
di↵erence between two phase curves bins, where the spectrum in
each bin is co-added over an integration time of 24 hours.

The atmosphere case is motivated by sophisticated
GCM modeling of the atmospheric circulation patterns
for tidally locked terrestrial planets (e.g. Joshi et al. 1997;
Merlis & Schneider 2010; Heng et al. 2011b,a; Pierrehum-
bert 2011; Selsis et al. 2011; Leconte et al. 2013; Yang
et al. 2013, 2014; Koll & Abbot 2015, 2016; Turbet et al.
2016). These studies have shown that the presence of an
atmosphere can reduce the amplitude of infrared phase
variation by a factor of two or more. We therefore tuned
the redistribution parameter so that the phase amplitude
is half that of a rock at 10 µm.
For both scenarios, we assumed an inclination of 60�

(the median value for an isotropic distribution of incli-
nations) and a Bond albedo of 0.1 (a typical value for
rocky bodies; Usui et al. 2013). Physically realistic atmo-
spheres would likely have a higher albedo (e.g., Earth’s
albedo is 0.3). However, assuming the same albedo is a
more conservative choice because it means the planet’s
properties are harder to distinguish. We used the values
reported in Anglada-Escudé et al. (2016) for the planet’s

physical and orbital parameters. We assumed a planet
radius of 1.1R�, based on predictions from the terrestrial
planet mass-radius relation (Chen & Kipping 2016). See
§ 5 for a discussion of the uncertainty in the planet-to-
star radius ratio.
Figure 2 shows the predicted thermal phase curves in

the wavelength range 5 � 10 µm for the two cases.
We calculate the phase curve directly from the tem-
perature map using the SPIDERMAN software package for
Python (in development on GitHub at https://github.
com/tomlouden/SPIDERMAN Louden & Kreidberg) . The
peak-to-trough phase variation at 10 µm for the rock case
is 35 ppm. The amplitude is sensitive to wavelength,
varying by over an order of magnitude between 5 and
10 µm. This strong wavelength dependence results from
the ratio of blackbody intensities for the planet versus the
star. The planet’s emission peaks near 10 µm, whereas
the star peaks in the optical and decreases steeply with
wavelength. The atmosphere case (F = 0.35) shows a
similar wavelength dependence in the phase curve am-
plitude; however, the overall amplitude is scaled down
by a factor of two compared to the rock.

4.2. Simulated Spectrum and Retrieval of Atmospheric

Properties

Using the climate model and JWST noise estimates
described in § 3, we simulated a measurement of the ther-
mal phase variation for Proxima b. Following Selsis et al.
(2011), we define the phase variation as the di↵erence
between the star + planet spectrum at phase 0.5 and
phase 0.0. We show the results in Figure 3. We plot sim-
ulated data for LRS as well as all the photometric filters.
However, note that each data set (LRS + each filter in-
dividually) requires a complete phase curve observation
to obtain. Full phase coverage is required because the
detectors are expected to have percent-level sensitivity
variations over time, which make it impossible to stitch
together segments of the phase curve observed at di↵er-
ent epochs.
We wish to know how robustly we can determine the

heat redistribution on the planet based on these mea-
surements. The key parameters that the spectrum de-
pends on are the orbital inclination, the planet-to-star
radius ratio, the albedo, and the heat redistribution. We
assume the inclination is known exactly and that the ra-

bare rock
(no heat re-distribution)

atmosphere 
with 30% heat re-distribution

Kreidberg, Leob (2016)

- inclinationとの縮退
- JWSTのMIRにおける noise floor: 30-50 ppm ?
- さらに長期の観測だとトレンドが載る (基準なしで補正難しい)
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was used to simulate spectra at 5×10−3 cm−1 resolution
(corresponding to R>105 at the simulated wavelengths).

Our spectral simulations used a standard Earth atmospheric
model for temperatures and gas mixing ratios (McClatchey
et al. 1972), the spectra of which are shown in Figure 2. To
bound certain extremes in thermal emission, model runs were
performed for both clear sky conditions (the “clear atmosphere
model”) and for an opaque high-altitude cirrus cloud (located at
0.2 bar, near the tropopause Muinonen et al. 1989), called the
“optically thick cirrus model”. Also, to explore a situation with
large thermal contrast between the surface and stratosphere, a
case where Earth’s stratospheric temperatures were artificially
made isothermal and equal to the tropopause temperature
(210 K) was simulated (“isothermal stratosphere model”).

2.3. Simulated Observations

First, an estimate of the expected signal-to-noise ratio (S/N)
for Proxima Cen with MIRI is obtained from the beta version
of the JWST exposure time calculator.15 The 12 μm and 22 μm
flux densities of Proxima have been determined by the NASA
Wide-field Infrared Survey Explorer (WISE) to be 924 mJy
(mW3=3.838± 0.015) and 278 mJy (mW4=3.688± 0.025)
respectively, which are fitted to a 3000 K Planck spectrum and
subsequently interpolated to 13, 14, and 15 μm flux densities of
816, 713, and 630 mJy respectively. These fluxes are fed to the
exposure time calculator for channel 3B of the MIRI MRS
mode. A detector setup of 5 groups and fast readout gives an

integration time of 16.6 s, delivering an S/N of 200 for a total
exposure time of 38.85 s. This extrapolates to an S/N of
2000 hr−1 assuming that calibration uncertainties do not
contribute to the noise.
The model planet spectra are smoothed to the spectral

resolving power of R=2200 (the mean of the MRS 3B band)
and subsequently binned to the wavelength steps of the 3B
MRS channel. The resulting clear-atmosphere model spectrum
normalized by the stellar spectrum (which, for clarity, is
assumed to be featureless) is shown in the top panel of
Figure 3. Because the spectral filtering technique is only
sensitive to the high-frequency signals, the low-frequency
components are removed by subtracting a 25 wavelength-step
sliding average (a rather arbitrary width) from the spectrum,
resulting in the spectral differential spectrum shown in the
middle panel. Subsequently, random noise is added to this
differential spectrum at a level expected for the total simulated
integration time, as shown in the bottom panel of Figure 3.
At this stage, it is determined at what statistical significance

level the differential model spectrum is preferred to be present
in the data with respect to pure noise. This is done by
calculating the chi-squared (χ2) of the observed spectrum, with
its sliding average and differential model spectrum removed—
for a range of planet/star contrasts and radial velocities. The
minimum χ2 is assigned as the best fit and the Δχ2 interval
is used to determine the statistical uncertainties of a possible
CO2 detection. These simulations were repeated for the three
different models, and for a range star/planet contrasts
corresponding to different orbital phases or different effective
dayside temperatures.

Figure 2. Planet model spectra (see Section 2.2) assuming a standard Earth atmospheric model for temperatures and gas mixing ratios, with, on the right, the assumed
T/p profile. The upper panel shows the case where the stratospheric temperatures were artificially made isothermal and equal to the tropopause temperature
(isothermal stratosphere model), the middle panel shows a model for clear sky conditions (clear atmosphere model), and the lower panel shows a spectrum for a case
with opaque high-altitude cirrus clouds (optically thick cirrus model).

15 http://jwst.etc.stsci.edu
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T/p profile. The upper panel shows the case where the stratospheric temperatures were artificially made isothermal and equal to the tropopause temperature
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3. Results and Discussion

3.1. Detectability

Our simulations show that the 15 μm CO2 high-pass filtered
signal of the Earth-mass planet can be detected within a limited
amount of observing time. The MRS mode of MIRI at the
JWST will, in 24 hr integration time (excluding overheads),
deliver an R=1790–2640 spectrum of Proxima Cen between
13.2 and 15.8 μm at a S/N of ∼10,000 per wavelength step
(assuming photon noise). This corresponds to a 1σ contrast
limit of ∼1×10−4. While the high-frequency features in the
filtered planet spectrum are typically at a 1–3×10−5, there are
about 100 within the targeted wavelength range—combining to
a detection at a ∼2σ level. It means that while the continuum
planet/star contrast is at a level of 6×10−5 (∼0.6σ per
wavelength step), the combined spectrally filtered signal over
the 3B band is about a factor of 3–4 higher. The top-right panel
of Figure 3 shows the statistical confidence intervals for
5×24 hr of observations if no CO2 signal is present, while the
bottom-right panel shows the same, except with the clear-
atmosphere CO2 model spectrum for a face-on planet injected,
indicating it can be detected at nearly 4σ within this exposure
time. Hence, while the individual CO2 features are not visible

in the simulated spectrum, their combined signal can be clearly
detected. Results are very similar for the Isothermal Strato-
sphere model and the Optically Thick Cirrus model.

3.2. Important Prerequisites

3.2.1. The Stellar Spectrum and Its Variability

We have made several assumptions that are vital for the
high-pass spectral filtering technique to succeed in detecting
CO2 in Proxima b. First, it is assumed that the high-frequency
components of the spectrum of the host star itself are perfectly
known. Although low-resolution (R=600) mid-infrared
spectra of M-dwarfs taken with the Spitzer Space Telescope
(Mainzer et al. 2007) seem featureless, Phoenix model
spectra16 (Allard et al. 2012) show that the 13.2–15.8 μm
wavelength region of an M5V dwarf star harbours thousands of
H2O lines, collectively resulting in wavelength-to-wavelength
variations of ∼2% in the MIRI MRS spectrum. It means that
these features need to be calibrated to better than a relative
precision of 1% for them not to interfere with the planet CO2

Figure 3. From model spectrum to simulated MRS MIRI observations assuming the clear-atmosphere model. The top-left panel shows the model spectrum convolved
to the resolution of the MRS 3B channel of MIRI, normalized relative to the average star flux. The middle-left panel shows its associated high-pass spectral signal and
the lower-left panel with noise added as if Proxima was observed for 5×24 hr. The top-right panel shows the statistical 1, 2, and 3σ confidence intervals when no
CO2 signal is present, pointing to a 3σ upper limit of 50 ppm for the planet/star contrast. The bottom-right panel shows the same, but with the simulated CO2 signal
present—detected at ∼3.8σ. The y-axis indicates the mean planet/star contrast of the (non-spectrally filtered) template spectrum between 13.2 and 13.5 μm. Note that
these simulations assume that both the instrumental spectral response and the stellar spectrum at a wavelength-to-wavelength scale have been determined, which is
likely to require extra deep observations at inferior conjunction that serve as a reference (see Section 3.2).

16 https://phoenix.ens-lyon.fr/Grids/BT-Settl/CIFIST2011_2015/
SPECTRA/

5

The Astronomical Journal, 154:77 (8pp), 2017 August Snellen et al.

3. Results and Discussion

3.1. Detectability

Our simulations show that the 15 μm CO2 high-pass filtered
signal of the Earth-mass planet can be detected within a limited
amount of observing time. The MRS mode of MIRI at the
JWST will, in 24 hr integration time (excluding overheads),
deliver an R=1790–2640 spectrum of Proxima Cen between
13.2 and 15.8 μm at a S/N of ∼10,000 per wavelength step
(assuming photon noise). This corresponds to a 1σ contrast
limit of ∼1×10−4. While the high-frequency features in the
filtered planet spectrum are typically at a 1–3×10−5, there are
about 100 within the targeted wavelength range—combining to
a detection at a ∼2σ level. It means that while the continuum
planet/star contrast is at a level of 6×10−5 (∼0.6σ per
wavelength step), the combined spectrally filtered signal over
the 3B band is about a factor of 3–4 higher. The top-right panel
of Figure 3 shows the statistical confidence intervals for
5×24 hr of observations if no CO2 signal is present, while the
bottom-right panel shows the same, except with the clear-
atmosphere CO2 model spectrum for a face-on planet injected,
indicating it can be detected at nearly 4σ within this exposure
time. Hence, while the individual CO2 features are not visible

in the simulated spectrum, their combined signal can be clearly
detected. Results are very similar for the Isothermal Strato-
sphere model and the Optically Thick Cirrus model.

3.2. Important Prerequisites

3.2.1. The Stellar Spectrum and Its Variability

We have made several assumptions that are vital for the
high-pass spectral filtering technique to succeed in detecting
CO2 in Proxima b. First, it is assumed that the high-frequency
components of the spectrum of the host star itself are perfectly
known. Although low-resolution (R=600) mid-infrared
spectra of M-dwarfs taken with the Spitzer Space Telescope
(Mainzer et al. 2007) seem featureless, Phoenix model
spectra16 (Allard et al. 2012) show that the 13.2–15.8 μm
wavelength region of an M5V dwarf star harbours thousands of
H2O lines, collectively resulting in wavelength-to-wavelength
variations of ∼2% in the MIRI MRS spectrum. It means that
these features need to be calibrated to better than a relative
precision of 1% for them not to interfere with the planet CO2

Figure 3. From model spectrum to simulated MRS MIRI observations assuming the clear-atmosphere model. The top-left panel shows the model spectrum convolved
to the resolution of the MRS 3B channel of MIRI, normalized relative to the average star flux. The middle-left panel shows its associated high-pass spectral signal and
the lower-left panel with noise added as if Proxima was observed for 5×24 hr. The top-right panel shows the statistical 1, 2, and 3σ confidence intervals when no
CO2 signal is present, pointing to a 3σ upper limit of 50 ppm for the planet/star contrast. The bottom-right panel shows the same, but with the simulated CO2 signal
present—detected at ∼3.8σ. The y-axis indicates the mean planet/star contrast of the (non-spectrally filtered) template spectrum between 13.2 and 13.5 μm. Note that
these simulations assume that both the instrumental spectral response and the stellar spectrum at a wavelength-to-wavelength scale have been determined, which is
likely to require extra deep observations at inferior conjunction that serve as a reference (see Section 3.2).

16 https://phoenix.ens-lyon.fr/Grids/BT-Settl/CIFIST2011_2015/
SPECTRA/
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High-pass filtered mock data
- JWST (6.5m), MIRI (R~2000) 
- 積分時間: 5 days 

- Precisely known (black body) 
star spectrum(*)

Retrieval

Proxima Cen  b: 中分散分光を用いた吸収線検出 ?
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主星-惑星をスペクトル上で分離するには、 
公転速度によるドップラーシフトが十分分解できる
R >~ 10000 でないと厳しい
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(Allard+ 2012)

晩期型星の中間赤外線領域のスペクトルにはさまざま
な吸収線が入り、（非トランジット系では）それらを
100 ppm以下の精度で決めるのは難しい 
（私たちはいつも惑星と主星を合わせたスペクトルを
観測する）

中間赤外線領域の晩期型星のスペクトル

YF & Matsuo under review



Ref) 恒星スペクトルモデル 
の不定性

Zhang+2018, Wakeford+ 2019

TRAPPIST-1の近赤外スペクトルを 

いくつかの温度の理論スペクトルで説明 (黒点/白斑を考慮)  

=> poor fit



思想
‣ JWSTでは、TRAPPIST-1のような、太陽近傍の超晩期型星周りのトランジットハビタブ
ル惑星の透過光分光観測が期待される。 
• そのようなターゲットは今のところ1つ (今後も探査は続く e.g., exo-Jasmine ) 

‣ 他の可能性：TMTなどの地上大型望遠鏡による高コントラスト＋高分散観測 

• Proxima Cen bが良いターゲット。それ以上はInner working angle次第。反射光を見る。 

‣ それぞれに challenging。 

‣ もう少し先へ向けてハビタブル惑星の観測をキーサイエンスとしたミッションが検討中 

‣幅広くいろいろな観測の可能性を考えておく (装置の設計にも理論モデルにも影響)



中間赤外線高分散分光を用いた 
HZ地球型惑星大気観測の検討



中間赤外線高分散分光

‣ （中間赤外）大気分子の吸収が強い 

‣ （中間赤外）温度・半径の情報 

‣ （高分散）吸収バンドがオーバーラップした分子でもロバストに検出できる 

‣ （高分散）たくさんのシャープな線によって、装置の系統誤差が大きくても検出できる
可能性がある

考えられるメリット

きっかけ



大気モデルと高分散スペクトル

‣ 地球の混合率を仮定 

‣ 温度構造は右図のように単純化 

‣ 雲なし 

‣ 水平方向の依存性は考慮せず 

‣ ライン: HITRAN2016 

‣ 散乱無し 

‣ 計算にはGoogle colabのGPUを使用

4

Figure 2. The assumed vertical profiles of the
mixing ratios of the molecules considered (left) and
temperature (right). The mixing ratio of molecules
are based on “US standard” model. The tempera-
ture profile is determined by the dry adiabatic lapse
rate (9.8 K/km) in the lower atmospheres below
0.1 bar, above which an isothermal profile is as-
sumed.

The vertical temperature profile is, however, re-
placed by a simplified one comprised of a tro-
posphere with a constant lapse rate (� = g/Cp

where g is the gravity and Cp is the specific
heat capacity) and an isothermal stratosphere.
The removal of stratospheric thermal inversion
is motivated by the fact that O3, even if it exists,
does not lead to a strong thermal inversion un-
der the irradiation of low-mass stars due to the
reduced near-UV flux1. The e↵ects of the atmo-
spheric profile on the detectability of molecules
are discussed in Section 4.1.1. For simplicity,
the e↵ects of clouds are ignored.
The surface pressure is fixed at 1 bar, and the

tropopause is set at 0.1 bar. This tropopause
pressure is consistent with the observations of
Solar system planets (e.g., Robinson & Catling
2014) and 3D climate simulations for habitable

1 This argument does not deny the possibility of
thermal inversion. Indeed, upper atmospheres can be
warmed by near-infrared absorption by molecules in-
stead of UV absorption by O3.

description symbol value

surface pressure Psurf 1 bar

surface temperature Tsurf 288 K

tropopause Ptp 0.1 bar

surface gravity g 9.8 m/s2

tropospheric lapse rate �(= g/Cp) 9.8 K/km

Table 1. Assumptions for atmospheric profiles.

planets around low-mass stars (e.g., Fujii et al.
2017).
Given a vertical profile, the top-of-atmosphere

outgoing radiance at wavelength � and the co-
sine of the zenith angle µ, L(�, µ), is computed
by

L(�, µ)=

Z
B(T ;�) exp(�⌧/µ)d⌧/µ (1)

⌧ ⌘
Z 1

z

k[T (z), P (z)]x(z)n(z)dz (2)

=

Z p

0

k[T (P ), P ] x(P )
dP

µatmg
(3)

assuming a no-scattering atmosphere.
The cross sections of molecules are based on

HITRAN2016 (Gordon et al. 2017) and the lines
are broadened by the Voigt functions using the
algorithm of Zaghloul & Ali (2011) with the par-
tition functions adopted from HAPI program
(Kochanov et al. 2016). We impose the cut-
o↵ of the line wings at 100 cm�1 apart from
the line centers. We do not include the con-
tinuum absorption (e.g., H2O continuum), as it
does not significantly a↵ect the detectability of
high-resolution features. In order to discuss the
spectral characteristics and detectability of in-
dividual molecules, opacity of each molecule is
included separately for our fiducial study. For
example, when the absorption cross section of
CO2 is included, the opacities of other molecules
are turned o↵. The spectrum with all the four
molecules included is presented in Section 4.1.2,
together with its detectability assessment.
For the e�cient evaluation of equation (1) at a

large number of the wavelength grid points, we



Examples of high-resolution planetary spectra in MIR
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Examples of high-resolution planetary spectra in MIR
36

wavelength [µm]

wavelength [µm]

ra
di

an
ce

 [W
/m

2 /µ
m

/s
r] CO2

H2O

O3

    N2O

1ppm NH3

+

——
YF & Matsuo, under review

PH3

1ppm PH3

ラインの数:　O(100) ラインの数:　O(100)



観測

Star

( 主星の視線速度変動 ~ 1 m/s )

-50 km/s
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惑星視線速度

公転周期~10日恒星スペクトル + 

観測者
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観測

Star

( 主星の視線速度変動 ~ 1 m/s )

-50 km/s

+50 km/s

惑星視線速度

公転周期~10日

平均からの差分を検出

恒星スペクトル + 

惑星スペクトル

恒星スペクトル + 

惑星スペクトル

波長 [µm]

波長 [µm]

波長 [µm]

幅の広い吸収線は、 
差分を取るとfeatureが 
一部削られる



観測シミュレーションの設定
‣ 恒星スペクトル：BT-Settl (Allard+ 2012) 

‣ ノイズ：恒星光ノイズ、Bose factor, 黄道光
ノイズ, readout noise, dark current 

‣ 波長分解能R=30,000 

‣ 口径 6.5 meter (スケーリング可能) 

‣ end-to-endの透過率: 0.2  

‣ 系統誤差なし (あとで議論)

MIR HR for HZ planets 7

Figure 5. Same as Figure 4 but with O3.

Table 2. Assumptions for the host star and the
planetary orbit.

description mid-M late-M

star radius (R?) 0.14 R� 0.10R�

star temperature (T?) 3000 K 2500 K

planet/star flux ratioa ⇠ 70 ppm ⇠ 200 ppm

planet orbital radius 0.0485 au 0.0146 au

planet orbital period 11.26 days 2.27 days

planet orbital velocity 46.83 km/s 69.70 km/s

aEvaluated at 15µm, assuming a black body
spectrum with 288 K for the planet spectrum.

ular features in the combined spectrum of the
star and the planet. The star and the planet are
not spatially resolved, and no starlight suppres-
sion instrument is assumed. The assumptions
for mock observations and noise estimate are
given in Section 3.1, which is followed by the
description of our analysis procedures in Sec-
tion 3.2. The results of parameter constraints
are discussed in Section 3.3.

3.1. Mock observation

3.1.1. Targets

The prime target of this study is temper-
ate rocky planets around M-type stars, because
those around earlier-type stars have too large
planet-to-star flux ratio to be detectable in a
reasonable amount of time. We initially con-

sidered three types of host star: early-, mid-
and late-M stars. However, the typical planet-
to-star flux ratio with early-M stars is smaller
than 10 ppm, making it extremely challenging
to detect planetary features. Therefore, we de-
cided to focus on mid-M and late-M stars. The
assumed stellar and planetary parameters are
summarized in Table 2.
The host star spectra are taken from the BT-

Settl model (Allard et al. 2012) with the corre-
sponding e↵ective temperatures, while assum-
ing log g = 5.0 and [Fe/H]= 0.0. This is an
update from the previous studies on the de-
tectability of spectral features of Proxima Cen-
tauri b where they assumed black-body radi-
ation (Snellen et al. 2017; Kreidberg & Loeb
2016).
The distance to the target systems is set to

5 pc, although the results can be approximately
scaled by the distance (see equation (13) below).
The inclination of the planetary orbit, which
a↵ects the amplitude of the planetary line-of-
sight velocity, is fixed at 60� unless otherwise
noted.

3.1.2. Instruments and observational

configurations

Mock observations are carried out with a
high-resolution spectrograph with the resolv-
ing power of R = 30, 000. This resolving
power is motivated by the latest specification
of SPICA’s SMI/HR (R ⇠ 33, 000 in 12-18
µm) (e.g., Kaneda et al. 2018) and by the ex-
pected resolution of OST/MISC (e.g., Sakon
et al. 2018). The wavelength ranges used for
the analysis of individual molecules vary, and
are indicated in the horizontal bars in Figure 3.
The total throughput including the quantum

e�ciency of the detector is assumed to be 0.2.
This is based on the fact that the throughput
of the optical system of existing high-resolution
spectrographs installed on ground-based tele-
scopes have reached approximately 60% (e.g.,
Ikeda et al. 2016, 2018), and we expect that fu-

8

description symbol value

spectral resolution R 30,000

telescope diameter D 6.5 m

total throughput ⇠ 0.2

distance to target d 5 pc

planetary radius Rp R�(= 6.371⇥ 106 m)

exposure time ⌧exp 1800 sec

Table 3. Fiducial values for observational param-
eters. The scaling of the required integration time
by these parameters are given in equation (13).

ture observatories will pursue high throughput.
Note that it is trivial to scale our results by
throughput; see Section 3.3.1.
We collect data every 1800 sec (i.e., exposure

time is assumed to be 1800 sec). Due to the
change of the planetary radial velocity, the plan-
etary spectrum is Doppler shifted relative to the
host star spectrum on the detector plane. Over
the course of the planetary orbital motion, the
planetary spectrum moves beyond the resolu-
tion elements unless the orbital inclination is
close to zero (i.e., face-on orbit), as the radial
velocity amplitudes shown in Table 2 (and the
assumed orbital inclination of 60�) are larger
than the velocity corresponding to the resolu-
tion element, c/R ⇠ 10 km/s. )

3.1.3. Signal and noise

The total photoelectron count that the de-
tector receives is the summation of the plane-
tary light (Np), stellar light (N?), zodiacal light
(Nzodi), and the dark current (Ndark). We as-
sume that the contribution from the zodical
light and the dark current are perfectly sub-
tracted through a post-processing. This leaves
Ntotal = N? +Np alone as a signal.
The shot noise from all of these factors con-

tributes to the observational noise, although the
shot noise due to the planetary flux is negligi-
ble compared to that from the stellar flux. An
additional factor that is taken into account is
the read noise. The systematic noises such as

a fringe of the detector are assumed to be per-
fectly removed. These assumptions imply the
Gaussian random noise with the following stan-
dard deviation for j-th wavelength element at
wavelength �j:

�2
j = Nstar, j(1+⇠bj(T?))+Nzodi, j+Ndark, j+�2

read

(4)
where �2

read represents the read noise, b(T ) is the
Bose factor, and ⇠ is the total throughput.
The Bose factor, b(T ), is to take account of

the sub-Poissonian nature of the photon count
statistics at h⌫ ⌧ kT (e.g., Boyd 1982):

bj(T ) =
1

exp
⇣

hc
�jkT

⌘
� 1

(5)

For MIR observations (� ⇠ 15µm) of M-type
stars (⇠ 3000 K), b ⇠ 2.7. Multiplied by the
throughput (⇠ = 0.2), the Bose factor increases
the variance of the photon count by about 50%.
The Bose factor for the zodiacal light is not in-
cluded due to the low temperature.
In the fiducial cases studied in this paper, the

dominant noise source is the stellar flux. The
contributions of these factors in general cases
are presented in Figure 6, as a function of the
spectral type of the star and the distance to the
target.
Each term in equation (4) is expanded below.

Planet/star spectra—The photoelectron counts
of the planet and the host star per exposure are
simply:

Np(�)=FLp(�) · ⇡R2
p

✓
1

d

◆2

(6)

N?(�)=FL?(�) · ⇡R2
?

✓
1

d

◆2

(7)

F⌘⇡

✓
D

2

◆2

⇠⌧exp
�

R (8)

where Lp and L? represent the radiance of the
planet and star, respectively, while Rp and R?

represent the radius of the planet and the star,

ターゲット星のプロパティ

観測条件



コントラストと軌道傾斜角の制限
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CO2　(13-17.5 µm) H2O (10-24 µm) O3 (9.3-10.1 µm) O3 (12.5-16 µm) N2O (16-18 µm)

Figure 8. The 1� (solid lines), 2� (dashed lines), and 3� (dotted lines) confidence intervals for planets
around a mid-M star (upper panels) and a late-M star (lower panels), based on analysis (A), i.e., when the
stellar spectrum is precisely determined. Both the mock data and the fitting model are based on the model
thermal emission spectra assuming one radiatively active molecule (i.e., Figure 3). The constraints from
two integration times are presented for each molecule, in order to show how the constraints are developed
as the integration time becomes longer. The blue colors imply that the presence of the molecule is detected
(i.e., the C = 0 is rejected by 3�) while the inclination is not constrained, the red colors imply that both
the contrast and inclination are constrained to some extent, and gray lines means no detection by 3�.

5 parsec may be detected after ⇠3 days (⇠1.2
days). The signatures of O3 and N2O requires
a longer integration time to be detected. Inter-
estingly, 14.3 µm O3 band is more advantageous
than 9.6 µm O3 band despite the shallower fea-
tures, likely due to the significantly improved
contrast (Figure 1). Note that 14.3 µm O3 band
would be easily overwhelmed by CO2 features if
it is also present.
The analysis without any assumption for the

stellar spectrum requires about 4 times longer
integration for CO2 and H2O (Figure 9). This
is because the subtraction of the average spec-
trum reduces the amplitude of the CO2 and H2O
features (Figure 4). In addition, for CO2 and
H2O, the degeneracy between the contrast and
the inclination angle is clearly seen. This de-

generacy can be understood as follows. When
a small orbital inclination (i.e., close to face-
on) is assumed, the Doppler-shift of the plane-
tary spectrum is small and the amplitude of the
di↵erential spectrum (the middle panel of Fig-
ure 4) becomes small. The overall shape of the
di↵erential spectra remains approximately simi-
lar, however, and thus the reduced amplitude of
the di↵erential spectra can be compensated by
a large contrast to reproduce a similar signal.
On the other hand, integration time required

for O3 detection is less sensitive to the assump-
tion in the stellar spectrum. This is because
the O3 lines in the modeled spectrum are nar-
rower and the average-subtraction does not de-
gragade the signal much (Figure 5). Further-
more, the degeneracy between the inclination
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Figure 9. Same as Figure 8, but the mock data are now analyzed by analysis (B).

Thermal inversion入りモデル

with thermal inversion ("US standard”) 6 days
9 days

Figure 10. Left: high-resolution (R = 30, 000) thermal emission spectra assuming the vertical profiles of
temperature and CO2 that are same as Earth’s “US standard” profile. Right: Parameter constraints based
on the left panel, assuming a late-M host star at 5 parsec.

atively narrow. This can relax the degeneracy
between the contrast and the orbital inclina-
tion which would otherwise be present, like our
fiducial cases for CO2 and H2O.
As a demonstration, Figure 10 is the mod-

eled thermal emission spectrum that assumes
an Earth-like temperature profile with a strato-
spheric thermal inversion as well as an Earth-
like CO2 vertical profile. Note the narrow emis-
sion lines within 14-16 µm. The analysis (B)
performed on this spectrum yields the con-

straints shown in the right panel of Figure 10,
assuming a late-M host star. While the total
integration time required for detection is longer
than our fiducial case due to the reduced line
depths (corresponding to the warmer upper at-
mosphere), the degeneracy between the contrast
and the inclination is less severe.

4.1.2. Overlapping Molecular Lines

In our fiducial model, we assume one molecule
at a time to calculate thermal emission spec-
tra. In reality, planets may have multiple ra-

恒星スペクトルが既知の場合 恒星スペクトルが不定の場合

68.3% 
95.5% 
99.7%

15 µm CO2

正解

より現実的な場合（右）では 
3倍程度時間がかかる

光子ノイズ: 350 ppm

積分時間: 

光子ノイズ: 600 ppm

積分時間: 
有意性



さまざまな分子種14

CO2　(13-17.5 µm) H2O (10-24 µm) O3 (9.3-10.1 µm) O3 (12.5-16 µm) N2O (16-18 µm)

30 days
40 days

50 days
60 days

14 days
60 days

14 days
60 days

3.5 days
9 days

3.5 days
9 days

17 days
23 days

10 days
14 days

24 days
32 days

10 days
14 days

m
id

-M
 s

ta
r

la
te

-M
 s

ta
r

Figure 9. Same as Figure 8, but the mock data are now analyzed by analysis (B).

Thermal inversion入りモデル

with thermal inversion ("US standard”) 6 days
9 days

Figure 10. Left: high-resolution (R = 30, 000) thermal emission spectra assuming the vertical profiles of
temperature and CO2 that are same as Earth’s “US standard” profile. Right: Parameter constraints based
on the left panel, assuming a late-M host star at 5 parsec.

line are formed) is low and the line width is rel-
atively narrow. This can relax the degeneracy
between the contrast and the orbital inclina-
tion which would otherwise be present, like our
fiducial cases for CO2 and H2O.
As a demonstration, Figure 10 is the mod-

eled thermal emission spectrum that assumes
an Earth-like temperature profile with a strato-
spheric thermal inversion as well as an Earth-
like CO2 vertical profile. Note the narrow emis-
sion lines within 14-16 µm. The analysis (B)

performed on this spectrum yields the con-
straints shown in the right panel of Figure 10,
assuming a late-M host star. While the total
integration time required for detection is longer
than our fiducial case due to the reduced line
depths (corresponding to the warmer upper at-
mosphere), the degeneracy between the contrast
and the inclination is less severe.

4.1.2. Overlapping Molecular Lines

In our fiducial model, we assume one molecule
at a time to calculate thermal emission spec-

σ~350 ppm σ~170 ppm

σ~110 ppm σ~80 ppm

68.3% 
95.5% 
99.7%



Ref) 地球の熱輻射スペクトルの場合
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Figure 9. Same as Figure 8, but the mock data are now analyzed by analysis (B).

Thermal inversion入りモデル

with thermal inversion ("US standard”) 6 days
9 days

Figure 10. Left: high-resolution thermal emission spectra assuming the vertical profile of temperature and
CO2 same as Earth’s “US standard” profile. Right: Prameter constraints based on the left panel.

panel of Figure 10, assuming a late-M host star.
While the total integration time required for de-
tection is longer than our fiducial case due to
the reduced line depths (corresponding to the
warmer upper atmosphere), the degeneracy be-
tween the contrast and the inclination is less
severe.

4.1.2. Overlapping Molecular Lines

In our fiducial model, we assume one molecule
at a time to calculate thermal emission spec-
tra. In reality, planets may have multiple ra-
diatively active molecules and their absorption

bands may overlap. With high-resolution spec-
troscopy where the fine structures of the spec-
tral shapes are resolved, it is possible to detect
each molecule separately, although the signals
are weakened.
To demonstrate this scenario, we additionally

simulate thermal emission spectra that include
all of the molecules (CO2, H2O, O3, and N2O)
together, while retaining the fiducial tmepera-
ture profile. The resultant spectrum is shown
in the upper panel of Figure 11. The CO2 fea-
tures and H2O features are prominent. While

CO2のみ考慮, 主星が5pcのlate-Mの場合

- 成層圏温度が高くなるとfeatureの深さは減少。 

- ただし、Thermal inversionはシャープな輝線を形成するため、検出に有利に
はたらく。軌道傾斜角も決まりやすい。
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Figure 9. Same as Figure 8, but the mock data are now analyzed by analysis (B).

Thermal inversion入りモデル

with thermal inversion ("US standard”) 6 days
9 days

Figure 10. Left: high-resolution (R = 30, 000) thermal emission spectra assuming the vertical profiles of
temperature and CO2 that are same as Earth’s “US standard” profile. Right: Parameter constraints based
on the left panel, assuming a late-M host star at 5 parsec.

line are formed) is low and the line width is rel-
atively narrow. This can relax the degeneracy
between the contrast and the orbital inclina-
tion which would otherwise be present, like our
fiducial cases for CO2 and H2O.
As a demonstration, Figure 10 is the mod-

eled thermal emission spectrum that assumes
an Earth-like temperature profile with a strato-
spheric thermal inversion as well as an Earth-
like CO2 vertical profile. Note the narrow emis-
sion lines within 14-16 µm. The analysis (B)

performed on this spectrum yields the con-
straints shown in the right panel of Figure 10,
assuming a late-M host star. While the total
integration time required for detection is longer
than our fiducial case due to the reduced line
depths (corresponding to the warmer upper at-
mosphere), the degeneracy between the contrast
and the inclination is less severe.

4.1.2. Overlapping Molecular Lines

In our fiducial model, we assume one molecule
at a time to calculate thermal emission spec-
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Figure 9. Same as Figure 8, but the mock data are now analyzed by analysis (B).

Thermal inversion入りモデル

with thermal inversion ("US standard”) 6 days
9 days

Figure 10. Left: high-resolution (R = 30, 000) thermal emission spectra assuming the vertical profiles of
temperature and CO2 that are same as Earth’s “US standard” profile. Right: Parameter constraints based
on the left panel, assuming a late-M host star at 5 parsec.

line are formed) is low and the line width is rel-
atively narrow. This can relax the degeneracy
between the contrast and the orbital inclina-
tion which would otherwise be present, like our
fiducial cases for CO2 and H2O.
As a demonstration, Figure 10 is the mod-

eled thermal emission spectrum that assumes
an Earth-like temperature profile with a strato-
spheric thermal inversion as well as an Earth-
like CO2 vertical profile. Note the narrow emis-
sion lines within 14-16 µm. The analysis (B)

performed on this spectrum yields the con-
straints shown in the right panel of Figure 10,
assuming a late-M host star. While the total
integration time required for detection is longer
than our fiducial case due to the reduced line
depths (corresponding to the warmer upper at-
mosphere), the degeneracy between the contrast
and the inclination is less severe.

4.1.2. Overlapping Molecular Lines

In our fiducial model, we assume one molecule
at a time to calculate thermal emission spec-

- O3は狭い波長域に多数のラインがあり高分散分光向き 

- CO2が少ない大気では、コントラストで得をする14.5 µm 

O3 のバンドの方が検出しやすくなる 

- そんな大気があるか ?  
- cf) 海惑星の海底風化 (Nakayama+ 2019) 



Ref) 恒星スペクトルのvariability

should be considered lower limits on the spotted area on
the star.

We impose a prior to ensure that the addition of bright, hot
spots does not change the color of TRAPPIST-1 significantly.
We measure the color of the star from the optical spectrum
V−Ic=4.7 (Burgasser et al. 2015). At each step in our
Markov chains, we add to the prior a penalty for significant
color deviations from the observed color,

r � � � �[( ) ( ) ]p V I V Ilog
1
2

.c cmodel observed
2

The maximum-likelihood bright spot model fit to the Kepler
and Spitzer light curves7 is shown in Figure 5. The relative flux
is normalized to its minimum, which assumes that the
minimum flux within this segment of the light curve represents
the unspotted flux. The variability in the Kepler band is
reproduced by the spot model, and the corresponding
variability in the Spitzer band is comparable to the observa-
tional uncertainties.

One spot has radius Rspot/Rå=0.02±0.002 and the other
two have Rspot/Rå=0.013±0.002. We measure the Kepler
contrast ck=230±40, which corresponds to Spitzer4.5 μm
contrast of cs=3.7±0.1, and a spot temperature of
Tspot5300±200. The uncertainty in the minimum spot
temperature is likely underestimated, since the Markov chains
prefer a narrow range of spot contrasts to fit the Kepler light
curve, but the Spitzer light curve weakly constrains the lower
limit on the spot temperature. The total bright spot area
coverage is 16 microhemispheres (one hemisphere is half the
surface area of the star)—which is small compared to the
typical dark spot area coverage on the Sun (Morris et al. 2017).

We repeat this analysis using a different segment of the K2
light curve to ensure that the results are reproducible at
different times throughout the rotation of TRAPPIST-1. We
choose the fluxes over two rotations spanning 2457762<
BJD<2457769 and find spot sizes and contrasts consistent
with the results from the other segment of the K2 light curve
(both regions are labeled in Figure 7).

The autocorrelation function of the Spitzer observations plus
the maximum-likelihood spot model serves as a sanity-check

on the amplitude of the signal introduced by the inferred bright
spots. If injecting the maximum-likelihood spot model into the
Spitzer light curve introduces significant periodicity, we should
see an uptick in the autocorrelation function at Prot=3.3 days.
Shown in Figure 6, the autocorrelation function is relatively
unchanged by the injection of the spot modulation from the
maximum-likelihood spot model, which suggests that this spot
model is plausibly consistent with the Spitzer observations.

4. Correlation between Bright Spots and Flares

The flares of active M4 dwarf GJ 1243 have been studied in
detail (Davenport et al. 2014; Hawley et al. 2014). The authors
searched for a correlation between flare occurrence and starspot
phase by comparing the quiescent flux of the star just before a
flare to the mean flux. If flares occur near starspots, the quiescent
flux of the star just before the flare should be less than the mean.
No such correlation emerged, which the authors suggest indicates
that the positions of flares and spots are uncorrelated. They also
searched for a correlation with rotational phase, which could be
connected to long-lived polar spots, and found no correlation.
We carried out a similar analysis to investigate if the flares

are correlated with starspot phase for TRAPPIST-1, as was
briefly noted in Vida et al. (2017). We manually identified the
nine largest flares in the K2 EVEREST light curve, and
masked them out—see Figure 7. We removed a fifth-order
polynomial to remove systematic trends without removing
stellar variability. To measure the flux of the star at the time of
the flares, we fit the rotational modulation with a Gaussian
process using a simple-harmonic oscillator kernel, and
extrapolate the model to the times of flares.
We find that the stellar flux at the time of flares is greater

than the typical flux, see Figure 8. The two sample T-test yields
p=0.005 for the two flux distributions, indicating some
significance of the difference in mean fluxes. In other words,
the star is typically brighter just before a flare event than the
mean flux. This might suggest that the bright active regions are
spatially correlated with the flares on TRAPPIST-1.
The flares also tend to occur when the change in brightness is

most positive (see Figure 7). If we interpret the 3.3-day
periodicity as rotational modulation, then the preference for
flares to occur on the leading edge of the brightening events
would indicate that flares are most likely to occur at a particular

Figure 5. Maximum-likelihood model fit for bright spots on TRAPPIST-1 (red curve), fitting the Kepler (left) and Spitzer (right) light curves (black points)
simultaneously.

7 See Figure 11 in the Appendix for the complete posterior sample
corner plot.
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< 100 ppm

Morris+ (2018)
K2 (0.43–0.89µm) と Spitzer (4.5µm) によるTRAPPIST-1の時間変動のデータ



太陽近傍の低質量星
HZの付近に地球サイズ惑星の存在が検出されている恒星

その他のものも含めると、 
5 pc以内に 
late-M (M6 or later) 7個 
mid-M (M3-M5) 10個 

(Gaidos+ 2014)

距離 Sp 恒星 
有効温度 惑星 惑星質量 

[Me]

Proxima Cen 1.3 pc M7 2883 K b >1.17

Ross 128 3.4 pc M5 3145 K b >1.35

Gliese 1061 3.7 pc M6 3000 K d >1.7

Lyten’s star 3.8 pc M4 3317 K b >2.89

Teegarden’s star 3.9 pc M7 2700 K
b >1.05

c >1.11

GJ 682 b 5.1 pc M5 3190 K c >4.4

※恒星パラメータはGaidos+ 2014に基づく



ターゲットごとの見積もり
‣ ざっくりしたスケーリング
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trum (the middle panel of Figure 6) becomes
smaller, while the overall shape of the di↵eren-
tial spectra remains similar. The reduced di↵er-
ential spectra can therefore be compensated by
a large contrast to reproduce a similar signal.
On the other hand, integration time required

for O3 detection is less sensitive to the assump-
tion in the stellar spectrum. Furthermore, the
degeneracy between the inclination and the con-
trast is not so significant for O3. This is because
the lines of O3 are well packed and the broad line
wings are masked by adjacent lines (Figure 7)
As the Doppler shift moves beyond these nar-
rower lines, the inclination is well constrained
soon after the presence is inferred. Similarly,
N2O features is also better at constraining the
inclination, despite its relatively weak features.
For planets around mid-M stars in particular,
O3 or N2O band can in fact yield constraints on
inclination after shorter total integration time
than CO2 and H2O.
Note that such properties of CO2 and H2O

due to their broad lines in thermal emission
spectra is not merely an intrinsic property of
CO2 and H2O themselves, but the combined
e↵ects of the characteristics of their opacity,
the vertical profile of their abundance and the
temperature gradient. For example, if the at-
mospheres have thermal inversion at the high-
altitude (low-pressure) layers, the spectral fea-
tures would become narrower and can help con-
strain the inclination better. See Section 4.1 for
more discussion. [YF: Something to wrap up. ]

3.3.1. Scaling

While the estimated integration time would
be too long to be practical except for the case
of late-M stars, it is possible to approximately
scale the these numbers for varying observa-
tional configurations. When the stellar light is
the dominant noise source, the integration time
that achieves a similar noise level, ⌧esp, 0, is pro-

portional to:

⌧esp, 0 /
✓
Rp

R�

◆�2 ✓ d

5 pc

◆2 ✓ D

6.5 m

◆�2 ✓ ⇠

0.2

◆�1

(13)
In particular, the observations of the nearest
possible target Proxima Centauri b, at the dis-
tance of 1.3 pc and with the estimated radius
of ⇠ 1.1R�, would require ⇠ less than 1 days
even without an assumption on the stellar spec-
trum. A SPICA-like specification with 2.5 m
and throughput 0.1 implies ⇠10 days of total
integration time.

4. DISCUSSION

4.1. Variety of Planet Thermal Emission
Spectrum

4.1.1. Stratospheric Thermal Inversion

This section discusses the possible variety of
high-resolution thermal emission spectra, and
how they a↵ect the parameter estimate.
Our fiducial model atmosphere has a rela-

tively cool stratosphere, approximately 150 K.
A higher stratospheric temperature would result
in shallower spectral features, increasing the re-
quired integration time for detection.
If the planet has thermal inversion in the up-

per atmosphere (like the ozone layer of Earth),
thermal spectra may exhibit emission lines.
These lines can be sharp, because the pressure
in the upper atmosphere (where the emission
line are formed) is low and the line width is
relatively narrow. Therefore, there is not so
much degeneracy between the contrast and the
orbital inclination as observed in our fiducial
cases for CO2 and H2O.
As a demonstration, Figure 10 is the mod-

eled thermal emission spectrum that assumes
an Earth-like temperature profile with a strato-
spheric thermal inversion as well as the fiducial
vertical profile of CO2. Note the narrow emis-
sion lines within 14-16 µm, compared with Fig-
ure 6. The analysis (B) performed on this spec-
trum yields the constraints shown in the right

Proxima Cen b (1.3 pc, 主星M5, 1.1Re) の場合 
6.5m望遠鏡では、<1 days 

2.5m望遠鏡で透過率0.1では、~10 days

望遠鏡の系統誤差を<100ppmに抑えることができれば、 

6.5 m望遠鏡では5pc以内程度の天体の中間赤外における最も強いラインの検出可能性あり。 

（2.5 m望遠鏡では少し厳しい。がんばってProxima Cen bのみ。）

Teegarden b (3.86 pc, 主星M7, 1Re) の場合 
6.5m望遠鏡では、~3 days 

2.5m望遠鏡透過率0.1では、~45 days

惑星半径 距離 望遠鏡口径 効率積分時間
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分子の吸収

波長0.1 µm

分子の吸収

反射スペクトル 熱輻射 (温度構造)

LUVOIR, HabEx

太陽型星周りの 
ハビタブル惑星

近傍のM型星周りの 
ハビタブル惑星

TMT

OST
透過光分光 
惑星食分光 
近傍のM型星周りの 
ハビタブル惑星

高層大気

JWST
透過光分光 
惑星食分光



まとめ
‣ 恒星と惑星を同時に観測した中から惑星光を取り出すさまざまな手法や多波長観測を用
いて、系外惑星大気の多角的な特徴付けが進行中 

- トランジットや食の利用、フェーズカーブ、高分散分光 
- 可視 vs 中間赤外 

‣ 木星型惑星の大気については、サンプルが蓄積し、一部で統計的な議論が可能に 
- 雲についての示唆など 

‣ HZの地球型惑星大気までもう一声 

‣ 中間赤外線を利用したHZ惑星の熱輻射とその中の分子の検出は、晩期型星の周りでは主
星の光を打ち消す装置なく検出できる可能性がある


