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Jupiter
• Orbit: 5.4 AU

• Equatorial radius: 71,000 km

• Rotation period :9.92 hours

• Oblateness:1/16 (Earth = 1/298)

• Mass: 318 Earth masses
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Jupiter
• Orbit: 5.4 AU

• Equatorial radius: 71,000 km

• Rotation period :9.92 hours

• Oblateness:1/16 (Earth = 1/298)

• Mass: 318 Earth masses

Giovanni Cassini, 1665



How	deep	are	the	zonal	winds?

Galileo	entry	probe	(1995)	
detected	zonal	winds	that	
increase	in	depth	and	then	
remain	constant.	

Atkinson	et	al.,	1998
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Dynamical	atmosphere

Molecular	hydrogen

Metalic hydrogen

Juno	mission	goals:
• Deep	dynamics
• Interior	structure	(core?)
• Atmospheric	composition
• Magnetosphere
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First	images	from	Juno	during	approach		- June	2016



• Juno	is	orbiting	Jupiter	every	53	days	since	July	2016
• Polar	orbit	with	perijove drift	of	1	degree	northward
• Perijove distance	is	~4000	km







LETTER RESEARCH

8  M A R C H  2 0 1 8  |  V O L  5 5 5  |  N A T U R E  |  2 1 7

Thus, the visibly bright discrete features in the JunoCam images in Figs 1  
and 2 correspond to high-altitude clouds, while the darker background 
corresponds to a deeper cloud deck. This corresponds to a  general qual-
itative result from JunoCam observations made during PJ1, that visually 
bright regions correspond to regions that are also relatively bright in the 
890-nm band, which is sensitive to absorption by methane gas, implying 

high-altitude clouds in those regions14. Figure 3, with the highest-resolu-
tion maps of the polar regions, gives a detailed view of the polar morphol-
ogies, showing JIRAM images corresponding to brightness temperatures 
in the range 190–260 K.

In most cases, the cyclones are essentially in contact if the spiral 
arms that extend beyond the core are included. In some cases, a single 

5,000 km

5,000 km

Figure 1 | The poles of Jupiter as they 
appear at visible and infrared wavelengths. 
Projected maps of the regions surrounding 
the north pole (top) and south pole (bottom) 
from the JIRAM 5-µ m M-filter observations 
(right panels) and JunoCam colour-composite 
images (left panels) during PJ4 on 2 February 
2017. The latitude circle is 80° N or 80° S 
(planetocentric). Meridians are drawn every 
15° of longitude, and 0° W in System III is 
positioned at the centre right of the images. 
By operating at thermal-infrared wavelengths, 
JIRAM observes the atmospheric structures 
regardless of solar illumination, whereas 
JunoCam’s optical images are restricted to 
only the illuminated hemisphere, which is why 
only part of the JunoCam map for the north 
pole is present. JIRAM radiance, ranging from 
0.02 W m−2 sr−1 (dark red) to 0.8 W m−2 sr−1 
(white) is corrected with respect to the emission 
angle; the radiance scale is logarithmic. The 
JunoCam images are corrected with respect 
to solar illumination angle, as discussed in 
ref. 5 and the colours of the maps have been 
stretched and balanced to enhance atmospheric 
features. Cyclonic features can be seen clustered 
around each pole with regular circular shapes, 
some with spiral arms. For the south polar 
region, we note that there is a wider longitude 
separation (a ‘gap’) between the cyclones near 
180° W (centre left side) than between the other 
cyclones. Two smaller cold (dark red) features 
can be seen to the upper left of the NPC, which 
are anticyclonic vortices.

South poleNorth pole

Figure 2 | The poles observed by JunoCam during the first four 
passes at Jupiter. A composite is shown of the polar regions observed 
by JunoCam not only during PJ4 but also at complementary longitudes, 
acquired during PJ1, PJ3 and PJ5 for regions not illuminated by sunlight 
during PJ4. The PJ4 projection has been preserved as in the left panels 
in Fig. 1; the remainder of the unfilled space is covered by a composite 
of images from the other perijove passes. The remaining regions that are 
dark in the left panels of Fig. 1 are a smooth composite of JunoCam images 
taken during PJ1, PJ3 and PJ5. The area in the centre of the north polar 

region (left panel) is dark because those latitudes were not illuminated. 
Elsewhere on Jupiter, cyclonic circulations assume various forms, 
especially at high latitudes, but none is a simple spiral with a circular 
outline, except for some very small ones. We note that, although they 
were imaged 53–106 days (1–2 Juno orbits) from the PJ4 observations, 
the positions and even the gross morphologies of the cyclones imaged 
during those orbits are not very different from their overall morphology in 
the PJ4 JIRAM map. The JunoCam map colours were chosen to enhance 
atmospheric features.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Juno's	microwave	measurements	reveal	an	ammonia	plume	near	
the	equator.	

Bolton	et	al.,	2017,	Science



Voyager	2:	1979

How	deep	are	Jupiter’s	zonal	jets?



How	deep	are	Jupiter’s	zonal	jets?

Shallow	geostrophic	turbulence
(Rhines,	1975,	Cho	&	Polvani	1996)

Deep	internal	convection
(Busse,	1976,	Heimpel	et	al,	2005
Fig.	from	Ingersoll,	1990)

Shallow	or	deep?



Shallow	atmospheric	models

Williams,	1978Cho	&	Polvani,	1996 Chemke &	Kaspi,	2015

For	a	planet	with	Jupiter	radius	and	rotation	rate	gostrophic turbulence	leads	to	multiple	jets:
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Shallow	atmospheric	models

Williams,	1978Cho	&	Polvani,	1996 Chemke &	Kaspi,	2015

For	a	planet	with	Jupiter	radius	and	rotation	rate	gostrophic turbulence	leads	to	multiple	jets:

is very similar to that of Lian and Showman (2008). Nevertheless,
the barotropic winds continue to spin up at deep levels near the
bottom of the model.

Our simulations provide a possible explanation for the equato-
rial superrotation on Jupiter/Saturn yet the equatorial subrotation
on Uranus/Neptune as well as the approximate number of jets ob-
served on all four planets. We emphasize that our simulated jet
profiles—including the equatorial-jet direction—are fully self-gen-
erating and emerge spontaneously, without the application of ad
hoc forcing schemes. The only physical differences between the
three simulations in Fig. 2 is the values of the planetary parameters
(radius, rotation rate, gravity) and deep-water abundance qdeep; the
forcing schemes are otherwise identical for the three cases. In con-
trast, previous shallow-atmosphere studies either produced super-
rotation only with artificially imposed forcing near the equator
(Williams, 2003c; Yamazaki et al., 2005; Lian and Showman,
2008) or produce superrotation more naturally but make no pre-
diction for Jupiter/Saturn versus Uranus/Neptune (Scott and Pol-
vani, 2008; Schneider and Liu, 2009). Ours is the first study to
naturally produce superrotation in a Jupiter regime yet subrotation
in a Uranus/Neptune regime within the context of a single model.

We emphasize that the jet widths that emerge in our simula-
tions are self-selecting; neither the scales of zonal jets nor the
scales of baroclinic eddies are controlled by the initial perturba-
tions. Our Jupiter-type simulation with 3-times-solar water abun-

dance has jet widths ranging from several thousand kilometers at
mid-to-high latitudes to about 15,000 km at the equator. Our Ura-
nus/Neptune simulation with 30-times-solar water abundance has
jet widths of around 25,000 km. These jet widths are similar (with-
in a factor of !2) to the Rhines scale pð2U=bÞ1=2, where U is the
characteristic jet speed.

To investigate the influence of water abundance on the circula-
tion, and to shed light on what causes the differences between our
Jupiter/Saturn and Uranus/Neptune cases (Fig. 2), we ran a series of
simulations exploring a range of deep-water-vapor abundances
(Table 2). This is carried out simply by varying the value of the
deep-water abundance, qdeep, adopted in our water-vapor source
term Qdeep. Fig. 7 shows the results for Jupiter cases with 3 and
10-times-solar water while Fig. 8 shows the results for Uranus/
Neptune cases with 1, 3, 10, and 30-times-solar water. Interest-
ingly, we find in both cases that equatorial superrotation prefera-
bly forms at low water-vapor abundance while subrotation forms
at high water-vapor abundance. For Jupiter, 3-times-solar water
yields superrotation while 10-times-solar water produces subrota-
tion. For Uranus/Neptune, solar water (panel a) produces a narrow
superrotating jet centered at pressures of !100—400 mbar; at 3-
times-solar water (panel b), a local maximum in zonal wind still
exists at that location, but its peak speeds are slightly subrotating.
The 10-times-solar case (panel c) bucks the trend, developing
superrotation in the lower stratosphere (pressures <100 mbar).

Fig. 2. Snapshots of zonal winds for Jupiter simulation (top row) with 3 times the solar water abundance at 0.9-bar level, Saturn simulation (center row) with 5 times the
solar water abundance at 1-bar level and Uranus/Neptune simulation (bottom row) with 30 times the solar water abundance at the 0.8-bar level. The simulation time for
Jupiter and Uranus/Neptune is 1200 Earth days. The simulation time for Saturn is 1600 Earth days. The left column gives an oblique view and the right column gives a view
looking down over the north pole. Our Jupiter and Saturn cases develop !20 jets with equatorial superrotation while the Uranus/Neptune case develops 3 jets with equatorial
subrotation.

378 Y. Lian, A.P. Showman / Icarus 207 (2010) 373–393

c. Vertical structure of zonal flow

The simulated flows in Figs. 1–4 were shown near the
suspected levels of observed cloud features on the giant
planets. However, the flows in the simulations vary in
the vertical. The prograde equatorial jets in the Jupiter
and Saturn simulations strengthen with depth (Fig. 5, left
column). The corresponding vertical shear of the zonal
flow, ;1–2 3 1023 s21, is similar to that measured
by the Galileo probe on Jupiter between 0.7 and 4 bar
(Atkinson et al. 1998) and to that inferred from Cassini
data for Saturn between 0.05 and 0.8 bar (Sanchez-Lavega
et al. 2007; see also the zonal-flow observations at dif-
ferent levels in Fig. 1). The retrograde equatorial jets
in the Uranus and Neptune simulations are strongest in
the stratosphere and weaken with depth, consistent with
inferences drawn from gravity measurements with the
Voyager 2 spacecraft (Hubbard et al. 1991). Away from
the equator, prograde jets generally weaken with depth

and retrograde jets strengthen slightly or do not vary
much with depth.

d. Temperature structure

Consistent with thermal wind balance, temperatures
increase equatorward along isobars where prograde jets
weaken with depth or retrograde jets strengthen with
depth, and they decrease equatorward where the op-
posite is true. Therefore, in the equatorial upper tropo-
sphere in the Jupiter and Saturn simulations, where the
prograde jets strengthen with depth, temperatures de-
crease equatorward and have a minimum at the equator
(Fig. 5, contours in right column). A similar equatorial
temperature minimum is seen in observations of Jupiter
and Saturn (Simon-Miller et al. 2006; Fletcher et al. 2007).
The tropopause, recognizable as the level at which the
vertical temperature lapse rate changes sign, in all simu-
lations lies near 0.1 bar, likewise as observed (Simon-Miller

FIG. 5. Mean flow fields in the latitude–pressure plane in the simulations. (left) Zonal-flow profiles: gray contours for zonal-flow
speeds between 5 and 30 m s21 with a contour interval of 5 m s21; black contours for zonal-flow speeds of 35 m s21 or above, with
a contour interval of 35 m s21. Solid contours and red tones indicate prograde flow and dashed contours and blue tones retrograde
flow. (right) Temperature (contours, contour interval 10 K) and buoyancy frequency N (colors). The thick green parts of the latitude
axes in the left column mark the latitudes with nonzero drag. The thin green lines indicate the levels at which flow fields are shown in
Figs. 1–4.
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For	superrotation a	source	of	equatorial	eddy	
momentum	flux	convergence	is	needed.



Rotating 
Spherical Shell 

Dynamics
• Geostrophic quasi-

2D dynamics
– Axial flow 

structures 

• Tangent cylinder 
(TC) flow barrier

Busse,	1976

Deep	convection	models

Aurnou,	2007

Angular	momentum	
flux	convergence

Superrotation due	to	angular	momentum	eddy	flux	
in	the		direction	perpendicular	to	the	spin	axis.

Kaspi	et	al.,	2009



Rotating 
Spherical Shell 

Dynamics
• Geostrophic quasi-

2D dynamics
– Axial flow 

structures 

• Tangent cylinder 
(TC) flow barrier

Kaspi	et	al.,	2009 Heimpel	et	al.,	2005Christensen,	2002 Heimpel	&	Gomez-
Perez,	2011

Deep	convection	models

Aurnou,	2007
Busse,	1976



Angular	momentum	balance:

in the introduction, energetic constraints indicate that
significant eddy angular momentum fluxes cannot extend
deeply into the atmosphere.

The constraint that the mean mass flux is along MV

surfaces is not to be confused with the Taylor–Proudman
constraint. The Taylor–Proudman constraint states that
steady-state velocities in rapidly rotating barotropic at-
mospheres do not vary in the direction of the planet’s spin
axis if nonconservative forces are absent (e.g., Kaspi et al.
2009). It requires the flow to be barotropic, whereas
the flows that we consider generally are baroclinic and
sheared along MV surfaces, as in Earth’s atmosphere
and in our simulations (e.g., Figs. 5 and 6).

3) D 6¼ 0,S’ 0

This is the dominant off-equatorial balance (Ekman
balance) in lower layers in our simulations, where drag
forces are significant. It very likely also is the dominant
balance in any deep layer of significant drag on the giant
planets. In this case, the angular momentum balance

u* " $MV ’ r?D* (11)

implies that the mean mass flux has a component across
MV surfaces: toward the planet’s spin axis (poleward)
where the drag force is retrograde (D , 0), and away
from the spin axis (equatorward) where it is prograde
(D. 0). To the extent that the drag force locally retards
the mean zonal flow, as it does for the linear drag in our
simulations, it implies that away from the equator, there
is a mean mass flux toward the spin axis where the mean
zonal flow is prograde and away from the spin axis where
it is retrograde (Fig. 7).

b. Mean meridional circulation and zonal flow at
depth

Thus overturning mass circulations in the meridional
plane come about. In a statistically steady state, any mean
mass flux across an MV surface associated with eddy an-
gular momentum flux divergences in the upper tropo-
sphere must be balanced by an equal and opposite mean
mass flux across the same MV surface somewhere else, to
obtain closed circulation cells. Where the Rossby number
is small, this opposing mean mass flux must be associated
with an opposing eddy angular momentum flux divergence
or drag. Outside the equatorial no-drag region in our
simulations, the opposing mean mass flux is associated
with drag at depth, similar to how mass circulation cells
close in Earth’s atmosphere. On the giant planets, MHD
drag acts at great depth and can fulfill a similar role in
closing circulation cells.

The angular momentum balance also constrains the
zonal flow at depth. Taking a density-weighted integral

of the angular momentum balance (8) along MV surfaces
and using mass conservation shows that any net diver-
gence or convergence of eddy angular momentum fluxes
on an MV surface must be balanced by a zonal drag force
on the same MV surface,

rSf gV ’ r?frD*gV, (12)

where f"gV denotes an average over MV surfaces. To the
extent that the drag force locally retards the mean zonal
flow, it follows that, if eddy angular momentum flux
convergence occurs in the upper troposphere in pro-
grade jets, and divergence in retrograde jets, and if this is
the dominant eddy angular momentum flux convergence/
divergence on an MV surface, the mean zonal flow where
the drag acts must be of the same sign as the flow in the
upper troposphere on the same MV surface. That is, zonal
jets must extend to wherever drag acts, irrespective of
its depth, even if the eddy angular momentum fluxes
are confined to the upper troposphere [see O’Gorman
and Schneider (2008) for a numerical example]. Because
drag cannot act at the upper boundary of the atmo-
sphere (it would imply an impossible torque on outer

FIG. 10. Sketch of mean meridional circulation and zonal flow off
the equator in giant planet atmospheres. Straight blue lines with
arrows indicate the mass circulation; green lines indicate MV con-
tours; wavy lines indicate eddy angular momentum fluxes. The size
of the zonal flow symbols is to suggest the speed of the flow. The
blue shaded region represents the electrically conducting part of
the atmosphere, where MHD drag acts.
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434 C. Salyk et al. / Icarus 185 (2006) 430–442

Fig. 4. ū and v̄ are plotted as a function of latitude for our nominal analysis.
Error bars are 2 standard deviations from the mean. For the ū plot, the error
bars are smaller than the box symbols, though actual errors may be larger due
to systematics. ū is also compared with the zonal velocity profile of Porco et al.
(2003). There is good agreement between the two curves, except for discrepan-
cies at the sharpest peaks, due to our relatively larger grid spacing.

as well as the variation of zonal velocity with latitude:

(4)
(

dū

dy

)

n

= ūn+1 − ūn−1

yn+1 − yn−1
.

4. Results

4.1. Rate of energy conversion

Fig. 4 shows ū and v̄ as a function of latitude for our nom-
inal analysis, with ū overplotted on the zonal velocity profile
of Porco et al. (2003). There is fairly good agreement between
these two curves, despite the fact that Porco et al. used a line-by-
line correlation method, rather than a feature tracker, to deter-
mine ū. The largest differences between the two curves exist at
the most extreme ū values where our wind profile is smoothed
slightly due to our coarser grid resolution. v̄ is slightly offset
from zero, with a mean value of −0.2 m s−1. Although this may
be a real effect, a non-zero v̄ has not been noted by previous
researchers and could be induced by a small navigation error,
which we discuss further in Section 5.7.

Fig. 5 shows dū/dy, u′v′, and their product as a function
of latitude. We note a positive correlation between the signs of
these two parameters, implying a flow of energy from eddies to
zonal flow. The correlation coefficient of the bottom curves is
∼0.86.

Following the convention of Holton (2004), the rate of trans-
fer of eddy kinetic energy (K ′) to zonal mean kinetic energy
(K̄) is defined as

(5)[K ′ • K̄] ≡
〈
ρu′v′ dū

dy

〉
,

where ⟨ ⟩ represents a global average. Our measurements allow
us to estimate the product u′v′ dū/dy, which, when averaged

Fig. 5. On the bottom plot, u′v′ and dū/dy are plotted together as a function
of latitude. u′v′, corresponding to the right of the two axes, is plotted as dots
with error bars corresponding to 2 standard deviations from the mean. dū/dy

is shown as a solid line and corresponds to the left of the two axes. There is a
distinct positive correlation between the two curves, and their correlation coef-
ficient is 0.86. The top plot shows the product u′v′ × dū/dy.

Table 1

Type of analysis Correlation between
dū/dy and u′v′

Power/mass
(10−5 W kg−1)

2σ error

Conservative 0.86 7.1 0.66
Conservative, no ovals 0.87 7.1 0.76
Conservative, binned 0.87 7.3 0.59
More complete 0.88 12.3 0.59
More complete, no ovals 0.87 12.3 0.80
More complete, binned 0.87 12.4 0.70
Two rotations, cons. 0.74 6.0 1.4
Artificial shear 0.56 0.33 0.37
Ingersoll et al. (1981) 0.4–0.5 15–30

over the surface yields the power per unit mass transferred from
eddies to zonal mean flow. Letting n refer to a given latitude bin
and N be the total number of bins, this power per unit mass is
given by

(6)power/mass ≈ 1
∑N

n=1 cosφn

N∑

n=1

(
dū

dy

)

n

(u′v′ )n cosφn.

For our nominal analysis, this quantity is equal to 7.1 ×
10−5 W kg−1, compared to a value of 15–30 × 10−5 W kg−1

found by Ingersoll et al. (1981). We performed several, slightly
different analyses, which will be discussed in Section 5, and the
power per unit mass derived from all analyses can be viewed in
Table 1.

In order to estimate the total power transfer from eddies to
zonal flow, it is necessary to know the amount of mass involved
in the transfer. Multiplying power per unit mass by the mass
per unit area dP/g, one can obtain the total power per unit area
transferred—a number that can be compared to the total power
per unit area emitted by the planet. Unfortunately, the mass in-
volved in the transfer is not well constrained; dP is uncertain
to perhaps an order of magnitude. At a minimum, the trans-
fer includes the main visible cloud deck, which has been esti-
mated to depths just short of 1 bar (Atreya and Donahue, 1979;
Kunde et al., 1982; Banfield et al., 1998) or to between 1 and

Salyk et	al.,	2006

This solution implies that the observed cloud-level flow extends deep into the planet interior123

with the best fit vertical profile to the measured gravity field as shown in Fig. 3a (red line). This124

implies that the meridional profile of the flow at depth is strongly correlated to the cloud-level flow.125

To test the statistical significance of this solution we generate a large set of synthetic latitudinal126
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in the introduction, energetic constraints indicate that
significant eddy angular momentum fluxes cannot extend
deeply into the atmosphere.

The constraint that the mean mass flux is along MV

surfaces is not to be confused with the Taylor–Proudman
constraint. The Taylor–Proudman constraint states that
steady-state velocities in rapidly rotating barotropic at-
mospheres do not vary in the direction of the planet’s spin
axis if nonconservative forces are absent (e.g., Kaspi et al.
2009). It requires the flow to be barotropic, whereas
the flows that we consider generally are baroclinic and
sheared along MV surfaces, as in Earth’s atmosphere
and in our simulations (e.g., Figs. 5 and 6).

3) D 6¼ 0,S’ 0

This is the dominant off-equatorial balance (Ekman
balance) in lower layers in our simulations, where drag
forces are significant. It very likely also is the dominant
balance in any deep layer of significant drag on the giant
planets. In this case, the angular momentum balance

u* " $MV ’ r?D* (11)

implies that the mean mass flux has a component across
MV surfaces: toward the planet’s spin axis (poleward)
where the drag force is retrograde (D , 0), and away
from the spin axis (equatorward) where it is prograde
(D. 0). To the extent that the drag force locally retards
the mean zonal flow, as it does for the linear drag in our
simulations, it implies that away from the equator, there
is a mean mass flux toward the spin axis where the mean
zonal flow is prograde and away from the spin axis where
it is retrograde (Fig. 7).

b. Mean meridional circulation and zonal flow at
depth

Thus overturning mass circulations in the meridional
plane come about. In a statistically steady state, any mean
mass flux across an MV surface associated with eddy an-
gular momentum flux divergences in the upper tropo-
sphere must be balanced by an equal and opposite mean
mass flux across the same MV surface somewhere else, to
obtain closed circulation cells. Where the Rossby number
is small, this opposing mean mass flux must be associated
with an opposing eddy angular momentum flux divergence
or drag. Outside the equatorial no-drag region in our
simulations, the opposing mean mass flux is associated
with drag at depth, similar to how mass circulation cells
close in Earth’s atmosphere. On the giant planets, MHD
drag acts at great depth and can fulfill a similar role in
closing circulation cells.

The angular momentum balance also constrains the
zonal flow at depth. Taking a density-weighted integral

of the angular momentum balance (8) along MV surfaces
and using mass conservation shows that any net diver-
gence or convergence of eddy angular momentum fluxes
on an MV surface must be balanced by a zonal drag force
on the same MV surface,

rSf gV ’ r?frD*gV, (12)

where f"gV denotes an average over MV surfaces. To the
extent that the drag force locally retards the mean zonal
flow, it follows that, if eddy angular momentum flux
convergence occurs in the upper troposphere in pro-
grade jets, and divergence in retrograde jets, and if this is
the dominant eddy angular momentum flux convergence/
divergence on an MV surface, the mean zonal flow where
the drag acts must be of the same sign as the flow in the
upper troposphere on the same MV surface. That is, zonal
jets must extend to wherever drag acts, irrespective of
its depth, even if the eddy angular momentum fluxes
are confined to the upper troposphere [see O’Gorman
and Schneider (2008) for a numerical example]. Because
drag cannot act at the upper boundary of the atmo-
sphere (it would imply an impossible torque on outer

FIG. 10. Sketch of mean meridional circulation and zonal flow off
the equator in giant planet atmospheres. Straight blue lines with
arrows indicate the mass circulation; green lines indicate MV con-
tours; wavy lines indicate eddy angular momentum fluxes. The size
of the zonal flow symbols is to suggest the speed of the flow. The
blue shaded region represents the electrically conducting part of
the atmosphere, where MHD drag acts.
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Angular	momentum	balance:

This solution implies that the observed cloud-level flow extends deep into the planet interior123

with the best fit vertical profile to the measured gravity field as shown in Fig. 3a (red line). This124

implies that the meridional profile of the flow at depth is strongly correlated to the cloud-level flow.125

To test the statistical significance of this solution we generate a large set of synthetic latitudinal126

wind profiles (Extended Data Fig. 2), by expanding the observed flow up to high degree Legendre127

polynomials and summing them back up while assigning random signs to the expansion coeffi-128

cients. We find that the solution using the observed cloud-level wind profile (Fig. 4, black) is one129

of the closest solutions to the measurements (Fig. 4, red) and only a small subset of the random130

flow profiles (less than 1%) give a lower cost-function value (Fig. 4, green). This shows that it is131

statistically improbable that the meridional profile of the flow changes with depth, or that the solu-132

tion was found by chance. Note the tendency of the optimized solutions to be in the quarter of the133

phase space where the measurements are (Fig. 4), particularly for the case of J5 and J7, because134

for these harmonics the absolute value of the measurement is largest and the relative measurement135

error is smallest (see Table 1), so their weight in the cost-function is the largest. Taking the same136

random set of meridional profiles and calculating their gravity harmonics for a fixed vertical profile137

(without the optimization process), gives solutions spread equally over all quarters of the parameter138

space.139

Considering the angular momentum budget is helpful for developing a mechanistic under-140

standing of these deep dynamics. Modeling studies have suggested24, 28, that the leading order141

angular momentum balance is u · rM = D � S, where u is the mass averaged velocity, D is142

the drag due to the Lorentz force at depth and S = 1
⇢r ·

⇣
⇢u0M 0

⌘
is the eddy angular momen-143
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Since	the	planet	has	no	solid	surface,	if	the	flow	is	deep	enough	it	
may	contain	a	significant	fraction	of	the	mass.

Internal	flows	can	have	a	measurable	effect	on	the	gravity	field.
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Perturbations	to	the	gravity	field	due	to	internal	dynamics



lo
g(
J n
)

zonal	gravity	degree	n

Perturbations	to	the	gravity	field	of	the	planet	can	be	expressed	by	
zonal	gravity	harmonics:

Jn = −
1

anM
rnPn θ( )ρ r,θ( )∫ d3r a =	mean	radius

M =	total	mass
Pn =	Legendre	
polynomialρ = ρ r,θ( )+ ρ ' r,θ( )
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zonal	gravity	degree	n

dynamicsStatic	planet

Perturbations	to	the	gravity	field	of	the	planet	can	be	expressed	by	
zonal	gravity	harmonics:

Jn = −
1

anM
rnPn θ( )ρ r,θ( )∫ d3r a =	mean	radius

M =	total	mass
Pn =	Legendre	
polynomialρ = ρ r,θ( )+ ρ ' r,θ( )

• High	order	gravity	harmonics

• Low	order	odd gravity	harmonics

• Difference	between	observed,	
static	and	dynamic	values

zonal	gravity	degree	n

GCM	simulations

We	seek	a	model	with	which	we	can	systematically	
vary	the	atmospheric	and	interior	flow	and	
calculate	the	resulting	gravity	field
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Momentum	equation	on	an	oblate	spheroid
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Denote	the	static	solution	as																	,	and	the	dynamical	solution	as																			where

The	next	order	gives	the	dynamical	equation:
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Taking	the	curl	of	this	equation	and	looking	at	the	azimuthal	direction	gives:

To	leading	order	when:
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General	solution	for	relating	the	flow	and	density	fields	on	an	oblate	spheroid



�2Wr∂z (r
0

u) = rg(q)
0

∂r 0

∂ r
�g(r)

0

∂r 0

∂q
+ r

∂r
0

∂ r
g0(q)�g0(r)

∂r
0

∂q
�W2r


∂r 0

∂q
cos

2 q +
∂r 0

∂ r
r cosq sinq

�

(v ·—)v+ 1

r
—p�—V = 0, (1)

Q(l) =

lˆ

0

dl0l0W2(l0). (2)

Again working in cylindrical polar coordinates, the gradient of Q (with respect to l) is given by —Q = lW2(l)êl . Note
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In	the	spherical	limit	only	two	terms	are	retained:
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Eq. 15 can be integrated over latitude to obtain the density anomaly r 0 (r,q) for a given zonal wind distribution
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Integration	gives	the	density	perturbation	up	to	an	arbitrary	function	of	radius	

But	still	the	gravity	harmonics	can	be	found	uniquely:
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Dynamical	gravity	harmonics
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Figure (Extended Data Figure 1): Solution to Eq. M5 (a) left hand side term with the wind profile from Fig. 3 in
the main text, (b) total of the right hand side, (c-h) the six terms on the right hand side of Eq. M5. The different
panels have different scales.

Taking the curl of Eq. M4, eliminating the dependence on pressure, yields a single equation in the azimuthal24

direction25
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where u is the velocity component in the azimuthal direction, and the notation ∂z = cosq ∂
∂ r � sinq ∂

∂q denotes the26

derivative along the direction of the axis of rotation. Note that this is an integro-differential equation since both27

the gravity gs and g0, are calculated by integrating rs and r 0, respectively. Although this equation can be solved28

numerically22, it is very difficult to solve at the required resolution and the approximation below is sufficient for29

relating the flow field and the gravity harmonics22.30

A typical solution to Eq. M5, corresponding to the flow field in Fig. 3 in the main text, is given in Extended31

Data Fig. (Extended Data Figure 1). It shows that the leading order balance is between the right hand side term and32

the second term on the left hand side of Eq. M5. All other terms are at least an order of magnitude smaller, and33

have a negligible contribution to the gravitational harmonics. Thus, taking g = gs (r) in Eq. M4 and neglecting the34

centrifugal term gives the leading order solution. Taking the curl of Eq. M4 gives then the leading order equation35

2W ·—(rsu) = —r 0⇥g, (M6)

which is Eq. 1 in the main text, and is a form of the thermal wind equation19,10. Note that if a higher correction is36

desired, all terms in Eq. M5 should be maintained since the next order terms in Eq. M5 partially cancel each other.37
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Full	vorticity	balance:

gravity centrifugalflow

Galanti	et	al.,	JFM,	2017
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A	simple	model	for	estimating	the	dynamical	gravity	signature
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Thermal	wind	balance	model:
Uses	the	observed	winds	on	Jupiter	and	assumes	
an	idealized	interior	vertical	structure	with	a	decay	
length	H.
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hemispherically symmetric forms of such winds around
the equator; however, since here we are interested in the asym-
metric components of the gravity harmonics resulting from
north–south wind asymmetries this assumption is relaxed. To
avoid discontinuities across the equatorial plane, we limit the
values ofH to values whereH≪a, and use smoothed functions
around the equator. It is possible to construct more sophisticated
velocity profiles (e.g., H values that vary with latitude);
however, the purpose of this analysis is to point that measurable
odd gravity harmonics can exist due to atmospheric dynamics,
and therefore, exploring a broader range of models is left for a
forthcoming study. Figure 2b shows such a wind structure for
a case with H=1000km for both Jupiter and Saturn (note that
color scale is logarithmic). The winds at 1 bar match the
observed winds (Figure 2a) and are extended into the interior
(equation 2). In this Cartesian projection, deep winds become
tilted equatorward because of the alignment in the direction of
the spin axis.
[7] Since the dynamics are in the regime of small Rossby

numbers, the flow to leading order is in geostrophic balance,
and therefore, the thermal wind balance must hold so that

2Ω!rð Þ eru½ % ¼ rr0 ' g0; (3)

where Ω is the planetary rotation rate, u(r) is the full 3D veloc-
ity, and g0(r) is the mean gravity vector [Pedlosky, 1987;
Kaspi et al., 2009]. Here the thermal wind balance is written
in a general form without making any assumptions on the
depth of the circulation [Kaspi et al., 2009]. Thus, given the
mean state density er from interior models [e.g., Guillot and
Morel, 1995; Helled et al., 2009], the mean gravity g0 (which
is calculated by integrating er ), and the zonal velocity from
equation 2, the dynamical density gradient can be calculated,
and will depend only on the decay parameter H. We can to a
good approximation use spherical geometry for the dynamical
part of the density because the dynamics are a perturbation to
the mean hydrostatic state, and thus, for the dynamics, the
planet’s deviation from spherical geometry is a second order
effect. Thus, for the purpose of this calculation, we treat the
static part of the density as only a function of radius er ¼
er rð Þ. Since in spherical geometry er rð Þ has no projection on
the Legendre Polynomials in equation 1, the static gravity har-
monics, which are dominated by the oblate shape of the planet,
must be calculated by other methods [e.g., Zharkov and
Trubitsyn, 1978; Kong et al., 2012; Hubbard, 2012].
[8] For the dynamical part of the density, equation 3 can

be integrated in spherical coordinates at every vertical level
to determine the dynamical density up to an integration
constant. Thus, integrating equation 3 for the whole planet
allows determining r0(r,θ) up to a nonunique function of the
radius, r00(r). However, this function, which physically repre-
sents a perturbation to the horizontal-mean radial density
profile due to dynamics, will not contribute to the gravity
harmonics since it is only a function of radius and therefore
has no projection on the Legendre polynomials in equation 1.
Therefore, for the purpose of determining the dynamical grav-
ity harmonics, the choice of r00(r) does not affect our results.
One needs to consider though whether r00 would have had a
contribution to the harmonics in the oblate system (in a similar
manner toer). However, for small Rossby numbers, r00 is small
compared to the solid body radial density profile (r00 ≪ er,
[Pedlosky, 1987]) and cannot be larger than r0, and there-
fore, given the uncertainty in the profile of er itself [Guillot,

2005; Helled et al., 2009; Nettelmann et al., 2012], r00 will
be within the uncertainty range of er. Figure 2c shows the
resulting density perturbation balancing the velocity profile
in Figure 2b, with r00(r) chosen such that the density pertur-
bation has a zero mean. Then, using spherical coordinates, the
dynamically induced gravity harmonics due to the density
anomaly r0 are

ΔJn ¼ ( 1
Man

Za

0

r0nþ2dr0
Z2p

0

df0
Z1

(1

Pn m0ð Þr0 r0;m0ð Þdm0; (4)

where f is longitude and m= cosθ. Figure 3 shows the gravity
spectrum resulting from both the static density field (squares),
and the dynamically induced gravity (circles) for cases of five
different decay scale heights for both Jupiter and Saturn.
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Figure 3. The static (squares) and dynamical (circles) gravity
spectrum for Jupiter (top) and Saturn (bottom). The dynamical
gravity harmonics (ΔJn) are shown for five different decay
depth values: H=100 km (red), H=300 km (purple),
H = 1000 km (orange), H = 3000 km (blue), and H = 10000
km (maroon). Filled (open) symbols indicate positive
(negative) zonal harmonics. Black plus signs show the
observed values of Jn. The static values [Hubbard, 1999,
and W. Hubbard, personal communication] have only even
components (odd harmonics are identically zero).
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hemispherically symmetric forms of such winds around
the equator; however, since here we are interested in the asym-
metric components of the gravity harmonics resulting from
north–south wind asymmetries this assumption is relaxed. To
avoid discontinuities across the equatorial plane, we limit the
values ofH to values whereH≪a, and use smoothed functions
around the equator. It is possible to construct more sophisticated
velocity profiles (e.g., H values that vary with latitude);
however, the purpose of this analysis is to point that measurable
odd gravity harmonics can exist due to atmospheric dynamics,
and therefore, exploring a broader range of models is left for a
forthcoming study. Figure 2b shows such a wind structure for
a case with H=1000km for both Jupiter and Saturn (note that
color scale is logarithmic). The winds at 1 bar match the
observed winds (Figure 2a) and are extended into the interior
(equation 2). In this Cartesian projection, deep winds become
tilted equatorward because of the alignment in the direction of
the spin axis.
[7] Since the dynamics are in the regime of small Rossby

numbers, the flow to leading order is in geostrophic balance,
and therefore, the thermal wind balance must hold so that

2Ω!rð Þ eru½ % ¼ rr0 ' g0; (3)

where Ω is the planetary rotation rate, u(r) is the full 3D veloc-
ity, and g0(r) is the mean gravity vector [Pedlosky, 1987;
Kaspi et al., 2009]. Here the thermal wind balance is written
in a general form without making any assumptions on the
depth of the circulation [Kaspi et al., 2009]. Thus, given the
mean state density er from interior models [e.g., Guillot and
Morel, 1995; Helled et al., 2009], the mean gravity g0 (which
is calculated by integrating er ), and the zonal velocity from
equation 2, the dynamical density gradient can be calculated,
and will depend only on the decay parameter H. We can to a
good approximation use spherical geometry for the dynamical
part of the density because the dynamics are a perturbation to
the mean hydrostatic state, and thus, for the dynamics, the
planet’s deviation from spherical geometry is a second order
effect. Thus, for the purpose of this calculation, we treat the
static part of the density as only a function of radius er ¼
er rð Þ. Since in spherical geometry er rð Þ has no projection on
the Legendre Polynomials in equation 1, the static gravity har-
monics, which are dominated by the oblate shape of the planet,
must be calculated by other methods [e.g., Zharkov and
Trubitsyn, 1978; Kong et al., 2012; Hubbard, 2012].
[8] For the dynamical part of the density, equation 3 can

be integrated in spherical coordinates at every vertical level
to determine the dynamical density up to an integration
constant. Thus, integrating equation 3 for the whole planet
allows determining r0(r,θ) up to a nonunique function of the
radius, r00(r). However, this function, which physically repre-
sents a perturbation to the horizontal-mean radial density
profile due to dynamics, will not contribute to the gravity
harmonics since it is only a function of radius and therefore
has no projection on the Legendre polynomials in equation 1.
Therefore, for the purpose of determining the dynamical grav-
ity harmonics, the choice of r00(r) does not affect our results.
One needs to consider though whether r00 would have had a
contribution to the harmonics in the oblate system (in a similar
manner toer). However, for small Rossby numbers, r00 is small
compared to the solid body radial density profile (r00 ≪ er,
[Pedlosky, 1987]) and cannot be larger than r0, and there-
fore, given the uncertainty in the profile of er itself [Guillot,

2005; Helled et al., 2009; Nettelmann et al., 2012], r00 will
be within the uncertainty range of er. Figure 2c shows the
resulting density perturbation balancing the velocity profile
in Figure 2b, with r00(r) chosen such that the density pertur-
bation has a zero mean. Then, using spherical coordinates, the
dynamically induced gravity harmonics due to the density
anomaly r0 are

ΔJn ¼ ( 1
Man

Za

0

r0nþ2dr0
Z2p

0

df0
Z1

(1

Pn m0ð Þr0 r0;m0ð Þdm0; (4)

where f is longitude and m= cosθ. Figure 3 shows the gravity
spectrum resulting from both the static density field (squares),
and the dynamically induced gravity (circles) for cases of five
different decay scale heights for both Jupiter and Saturn.
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Figure 3. The static (squares) and dynamical (circles) gravity
spectrum for Jupiter (top) and Saturn (bottom). The dynamical
gravity harmonics (ΔJn) are shown for five different decay
depth values: H=100 km (red), H=300 km (purple),
H = 1000 km (orange), H = 3000 km (blue), and H = 10000
km (maroon). Filled (open) symbols indicate positive
(negative) zonal harmonics. Black plus signs show the
observed values of Jn. The static values [Hubbard, 1999,
and W. Hubbard, personal communication] have only even
components (odd harmonics are identically zero).
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Zonal	gravity	degree	n

Gravity	spectrum	as	function	of	e-folding	decay	depth	of	the	cloud-level	wind	(H):

Juno	sensitivity

Juno	measurements	(2017)

Kaspi,	GRL,	2013
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The	vertical	structure	of	the	flow	on	Jupiter

More	physically	based	vertical	structure:
1. The	1995	Galileo	probe	measured	constant	wind	between	4	and	22	bars	

(Atkinson	et	al.,	1998)
2. MHD	arguments	suggest	a	rapid	decay	at	depths	~3000km	

(Liu	et	al,	2008,	Cao	&	Stevenson,	2017)

Optimization	based	on	inversion	of	the	gravity	field	using	an	adjoint model
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Figure 3: a. The vertical profile of the flow from the optimiza-
tion process, beginning with an initial profile (dashed), which
evolves along the optimization process (from light to dark shades
of gray) leading to the best optimized vertical profile (red). Ab-
scissa shows both the depth (bottom) and pressure (top) beneath
the 1 bar level. b. The cost function in the plane of DH and H
showing a robust minima at H = 1907 km and DH = 1488 km.
c. The cost function in the plane of H and r showing a minima at
H = 1907 km and r = 0.92.

r = 0.92± 0.2, where the error is calculated by the optimization
process (see supplementary material), showing a very deep flow
profile containing a significant mass (red line, Fig. 3a). Integrat-
ing this vertical structure, with a vertical profile of the mean den-
sity (rs) shows that the mass of the flow, which we define as the
dynamical atmosphere of Jupiter, is 6.94⇥1024 kg, meaning 1.16
the mass of Earth! This result is consistent with the observed
jets being so robust over such a long period, and has a signifi-
cant implications for numerical models studying the dynamics of
Jupiter’s atmosphere.

Note that the minimum for DH is rather flat towards lower DH
(Fig. 3b), indicating that a flow structure with a more rapid decay
at depth is possible without increasing much the cost function.
Also note that the global minimum appears at r = 0.92 indicat-
ing that the tanh is a preferable solution over an exponential de-
cay. Despite the global minimum in the cost function and good
match to the measurements, it should be remembered that this is
an optimization with only three free parameters and more com-
plex structures are possible. Particularly, the Galileo probe mea-
surement showed an increase in the flow velocity between 1 and
4 bars9, which can be parameterized with more free parameters.
However, due to the strong density stratification very little mass
is involved in the flow up to 4 bars30, and therefore our solu-
tion is not sensitive to variation of the vertical structure of the
flows at those high levels. Using other possible decay functions
gives qualitatively similar results, all indicating that the observed
cloud-level zonal flows extend thousands of kilometers beneath

the cloud-level.
This solution implies that the observed cloud level flow ex-

tends deep into the planet interior with the best fit decay to the
measured gravity field as shown in Fig. 3a (red line). Here, we
have used solely the asymmetric part of the flow assuming that
the symmetric part is coupled to it, and therefore implying that
the meridional profile of the observed flow does not change with
depth. To test the statistical significance of this solution we gener-
ate a very wide set of synthetic latitudinal wind profiles (see sup-
plementary Fig. S1), by expanding the observed flow up to high
degree Legendre polynomials and summing them back up while
assigning random signs to the expansion coefficients (Fig. 4). We
find that the solution using the observed cloud-level wind pro-
file (black) is one of the closest solutions to the measurements
(red) and only a very small subset of the flow profiles (less than
1%) give a lower cost function value (green dots, Fig. 4). This
shows that it is statistically improbable that the meridional struc-
ture of the flow varies with depth, or that the solution was found
by chance. Note the tendency of the optimized solutions is to be
in the quarter where the measurements are, particularly for the
case of J5 and J7 , since for these harmonics the absolute value of
the measurement is largest and the relative measurement error is
smallest (see Table 1), so their weight in the cost-function is the
largest.

Considering the angular momentum budget is useful for devel-
oping a mechanistic understanding of these deep dynamics. It has
been shown that the leading order angular momentum balance is
u ·—M = D� S, where u is the mass averaged velocity, D is the
drag due to Ohmic dissipation at depth and S = 1

r — ·
�
ru0M0

�
is

the eddy angular momentum flux divergence, with the over-line
indicating a zonal and time mean25,28. At the observed cloud-
level the eastward (westward) jets are correlated with regions
of eddy momentum flux convergence (divergence), i.e., where
S is negative (positive)31. Below that, where the eddy momen-
tum flux convergence becomes weak, i.e., u ·—M ⇡ 0, the zonal
flow is along angular momentum contours, which on Jupiter are
mainly parallel to the axis of rotation30. Then, in the deep region,
where the fluid becomes ionized (mainly due to pressure ioniza-
tion)32, Ohmic dissipation becomes important, and the leading
order balance is u · —M = D and the circulation closes. Mag-
netohydrodynamic models, calculating the Ohmic dissipation at
depth based on the electric conductivity of the fluid, find that the
depth where the drag (D) becomes dominant is ⇠ 2500 km3,22.
Thus the theoretical magnetic field considerations, and the grav-
ity measurements which are completely independent give very

⇥10�8 Measured Model without
latitudinal variation

Model with
latitudinal variation

J3 �4.50±0.33 �5.90±0.65 �6.16±0.65
J5 �7.02±0.25 �7.69±0.17 �7.99±0.49
J7 11.87±0.59 12.82±0.14 12.07±0.61
J9 �11.59±1.56 �8.92±0.13 �9.87±0.32

Table 1: The Juno measured and model odd gravity harmonics,
for both the optimization with and without variation of flow depth
with latitude.
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The	flow	advects about	1%	of	Jupiter’s	mass
Kaspi et	al.,	2018,	Nature
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Figure 5: a. The vertical profile of the flow at the equator from the optimization process which

allows for a latitudinal variation of the flow depth (blue line) and its uncertainty (blue shading).

Abscissa shows both the depth (bottom) and pressure (top) beneath the 1 bar level. b. The variation

of the inflection point (as shown in panel a) with depth (blue line) and its uncertainty (blue shad-

ing). c. The Juno measurement of the gravity field anomaly (after removing the low-degree odd

harmonics, J2 � J8) as function of latitude and the corresponding values from the best-fit solution

(panels a and b).
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The	vertical	and	meridional	structure	of	the	flow

Allowing	also	the	depth	of	the	flow	to	vary	with	depth:

Vertical	profile	
at	the	equator

Latitudinal	profile	of	
the	mid	point	depth

Kaspi et	al.,	2018,	Nature



3000	km	deep

What	can	gravity	tell	us	about	the	interior?	Internal	flows?



Interior	structure



Interior	structure



Interior	structure



Interior	structure

Models	with	larger,	
diluted	cores

Kaspi	et	al.,	GRL, 2017
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Figure 2. Zonal gravitational moments J4 and J6 for interior models matching the measured J2. (top) The blue rectangle
shows the uncertainty of the Juno measurements as of perijove 2 [Folkner et al., 2017]. The yellow ellipse shows the
effective uncertainty in the static contribution due possible deep differential rotation [Kaspi et al., 2017] and with flow
restricted to 10,000 km (dash dotted), 3000 km (dashed), and 1000 km (solid). The blue star is the reference (Model A,
Table 1) with ZGal matching that measured by the Galileo entry probe and a core of r∕rJ = 0.15. The blue squares show
how these results change as a dilute core with a constant Z1 enrichment and core radius r increasing to the right. The
green and red circles denote similar expanding core trends with lowered outer envelope heavy element fraction
to Z1 = 0.007 and 0.01, respectively. The plus symbols denote models which take perturb the MH13 EOS by introducing
a jump in S at P = 0.01 (black), P = 5.0 (blue), and P = 50.0 GPa (red), with Z1 decreasing to the right. Black diamonds
show models using the SCvH EOS. (bottom) Models fitting the observed J4 yield larger J6 with increasing core radii. The
stars denote Models B, C, D, E, and F in Table 1. Violet diamonds show models using the REOS3 EOS (Models R, S, and T).
Black and green cross symbols show models starting with the green star (dilute core, Z1 = 0.007) and changing the S of
the deep interior or the pressure of the onset of helium rain. Red, green, and cyan stars show models fitting the
measured J4 with the radius of the dilute core. Black star shows model fitting J4 with the entropy jump magnitude ΔS.

We also consider a number of models with both a decrease in the density of the outer, molecular layer and a
dilute core. Here we present MH13 models where the core radius is increased for models with outer envelope
Z=0.010, 0.007, or 0.0. Above Z∼0.010 the models are unable to simultaneously match J2 and J4. The models
with Z=0.010 and Z=0.007 can both fit J4 but with a J6∼0.1×10−6 above the observed value (Models C and D).
These models also require extremely dilute cores with r∕rJ ∼ 0.5 in order to match J4. A more extreme model
with no heavy elements (Z=0) included in the outer, molecular envelope (Model B) can simultaneously match

WAHL ET AL. JUPITER’S INTERIOR STRUCTURE FROM JUNO 4654

Whal et	al.,	GRL, 2017



dynamicsStatic	planet

Perturbations	to	the	gravity	field	of	the	planet	can	be	expressed	by	
zonal	gravity	harmonics:

Jn = −
1

anM
rnPn θ( )ρ r,θ( )∫ d3r a =	mean	radius

M =	total	mass
Pn =	Legendre	
polynomialρ = ρ r,θ( )+ ρ ' r,θ( )

• High	order	gravity	harmonics

• Low	order	odd gravity	harmonics

• Difference	between	observed,	
static	and	dynamic	values

lo
g(
J n
)

zonal	gravity	degree	n



Deep	zonal	flows	beneath	the	atmospheric	layer

Guillot	et	al.,	2018,	Nature
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the Lorentz force associated with the zonal flow (magnetic drag) 
becomes comparable to the observed divergence of the Reynolds stress 
in the cloud layers7,22,23. Indeed, energy budget considerations of the 
ohmic dissipation being smaller than the observed luminosity predict 
a penetration depth between about 2,000 km and 2,800 km below the 
cloud tops of Jupiter7,24.

The results obtained in Figs 1 and 2 are based on a simple law (an 
exponential decay of the atmospheric zonal flow) that was obtained 
independently of Juno’s measurements10. In Fig. 3 we show that the more 
elaborate differential-rotation law that is fitted to Jupiter’s odd gravi-
tational harmonics6 is consistent with the interior models, confirming  
that the symmetric and asymmetric parts of the observed zonal flow 
extend to a similar depth. The solutions matching the observations gen-
erally cover an extensive parameter space (see Extended Data Table 1).  
One salient feature is that these solutions are characterized by an 
increase of the heavy-element abundance in the deeper interior, either 
where hydrogen becomes metallic or deeper in a dilute core, confirm-
ing the results obtained after Juno’s first two orbits12.

Furthermore, by adopting the differential rotation law for the upper 
3,000 km of Jupiter’s atmosphere, we can provide approximate con-
straints on the rotation of the deeper parts of the planet. To do so, we 
assume that the deeper interior rotates on cylinders all the way to the 
centre and adopt a scaled version of the ∆ J2i relations from Fig. 1. We 

calculate the likelihood of such a model with unknown deep differential 
rotation v between zero and the observed atmospheric rotation of about 
100 m s−1, using the same approach as for Fig. 2 (see Methods). The 
results are shown in Extended Data Fig. 2. Only an upper limit may be 
derived on v: beneath the first 3,000-km-deep layer, deep differential 
rotation must be limited to amplitudes at least an order of magnitude 
smaller than the observed atmospheric ones.

The observed winds thus penetrate deep in the atmosphere all 
the way to the levels at which the conductivity and the resulting 
magnetic drag become large enough to force fluid motions into 
rigid-body  rotation23,24. In gaseous planets, electrical conductivity 
strongly increases with pressure, which is itself a strong function of 
the planetary mass. In Saturn, one must go three times deeper than 
in Jupiter to reach the same conductivity7,21. Saturn has a similar 
intrinsic luminosity but a magnetic field that is an order of magni-
tude smaller than Jupiter’s25. We hence expect Saturn’s outer, differ-
entially rotating region to extend to at least 9,000 km, which should 
leave a strong imprint on its gravity field. Conversely, massive giant 
exopla nets and brown dwarfs should have shallower differentially 
rotating, outer envelopes26.
Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 3 | Ensemble of interior models of Jupiter fitting the even 
gravitational harmonics J2 to J10. The Juno values are shown as yellow 
squares with 1σ error bars. The blue squares with 1σ error bars correspond 
to the effective gravitational harmonics obtained when accounting for the 

differential rotation derived from Jupiter’s odd gravitational harmonics6. 
Interior models fitting all effective gravitational harmonics J4 to J10 (blue 
squares) are highlighted in colour depending on whether they fit within 2σ 
(dark orange) or 3σ (light orange).
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Juno	measurements
Best	fit	model	from	odd	harmonics	only
Interior	models	that	match	J2-J10 measurements	within	3	sigma

High	order	even	moments	(J6-J10)

Guillot	et	al.,	2018,	Nature
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Extended Data Figure 2 | Constraint on the characteristic amplitude of 
deep differential rotation in Jupiter. The red curves show the likelihood 
of models (y axis) in which to the differentially rotating outer region 
constrained by Juno’s odd harmonics6 we add a deeper cylindrical flow of 
amplitude v (x axis). The dashed red curve uses 1σ error bars. The solid 
red curve considers an extended ensemble of possibilities for the outer 
flow6 with solutions up to 3σ. In both cases, the model favours v <  6 m s−1. 
The blue curve shows the same model but without the added outer layer. 
That model also favours low-amplitude winds but is found to be 4 ×  104 
times less likely than the model including the differentially rotating outer 
region.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Flow	in	the	interior	must	be	less	than	10m/s	and	likely	much	weaker

Statistical	analysis	of	likelihood	of	interior	velocity	

Guillot	et	al.,	2018,	Nature



3000	km	deep

No	deep	internal	flows ”Fuzzy	core”???



Summary	animation



What	about	Saturn?	
The	Cassini	Grand	finale	(May-Aug	2017)	made	6	gravity	measurements,	
improving	significantly	the	known	gravity	spectrum	of	Saturn



Harmonic	degree

Jn

Saturn	Cassini	measured	gravity	spectrum
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Figure 4. The the gravity harmonics (⇥106) calculated using the SB model only (green), SB combined with

the TW based on observed winds (gray), and SB combined with TW based on optimal winds (blue). Also

shown are the measured values (red). Upper panels show the even harmonics J6, J8, J10 and J12. Lower panels

show the odd harmonics J3, J5, J7 and J9. The uncertainties of the RB solutions are calculated from the range

presented in Fig. 2). For the TW solutions we show both the uncertainties resulting from the SB solutions and

those associated with the TW solutions.
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associated with the model, and J10 being pushed half way to the measurements. The odd205

harmonics are inconsistent with the measurements and are outside the range presented in206

the figure. This implies that the observed cloud-level wind might not represent accurately207

the flow a�ecting the gravity field.208

4 The wind below the cloud-level209

The limited ability to explain all the measured �Jn when using the observed cloud-210

level wind suggests that the wind-induced gravity signal might be a result of a flow field211

that is somewhat di�erent from that observed at the cloud-level. As discussed in section 1212

–9–
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Figure 5. The observed cloud-level winds (black) and the optimized wind profile (red lines). Also shown is

the uncertainty (red shading) associated with the model solution (blue shadings in Fig. 4). (a) The full wind

profiles, (b) the symmetric part of the winds, and (c) the asymmetric part of the winds. The uncertainties for

the asymmetric wind solution is too small to be seen in the plot.
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wind is very strong, thus ensuring that deviations from the observed cloud-level wind are236

allowed only if they result in a significantly lower value of the cost function.237

The optimal solution for the radial structure of the flow is found with H0 = 8, 606 ±242

179 km, �H = 1497 ± 1789 km, and ↵ = 077 ± 0.18. The wind solution is shown in243

Fig. 5 (red lines) compared to the observed cloud-level wind (black lines). Also shown is244

the wind uncertainty (red shading) that is associated with the uncertainty of the gravity245

solutions (blue shadings in Fig. 4). In most latitudes the solution wind is very similar to246

the observed cloud-level wind and is well within the expected uncertainties discussed in247

Sec. 1). The largest deviations are around latitudes 30� north and south, similar in loca-248

tion to the findings of Iess et al. [2018], but twice as small.249

With the modified wind the TW model is able to fit all gravity harmonics taken into250

consideration (Fig. 4, blue dots and ovals), both the even and the odd harmonics. Impor-251

tantly, the goal here is to have an overlap between the uncertainty of all the model gravity252

harmonics solutions (blue ovals) and the measurement uncertainties (red ovals). It would253

have been easy to get the model solutions (blue dots) to fit exactly the measurements (red254
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Flow	field	that	best	matches	the	measurements

Vertical	extent	is	about	9000	km	(three	times	as	deep	as	Jupiter).	



Atmospheric	Confinement	of	jet-streams	on	
Uranus	and	Neptune
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In	collaboration	with	Adam	Showman,	William	Hubbard,	Oded	Aharonson &	Ravit	Helled



J4
observed = J4

static + J4
dyn

Jn
dyn =

1
anM

rnPn θ( )ρ ' r,θ,φ( )∫ d3r

Signature	of	dynamics	appears	at	the	measured	J4
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Uranus	and	Neptune

1. Planets	are	less	massive	with	relatively	strong	winds
2. Broad	jets	have	a	signature	at	lower	harmonics

The	maximum	possible	difference
between	J4observed and	J4static (taking	
into	account	the	measurements	error	
and	the	largest	possible	range	of	
interior	models)	will	give	the	
maximum	possible	contribution	that	
dynamics	can	make	to	J4.

Measured	± error	
(Voyager	and	HST)

Interior	structure	
models
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Taking	the	widest	possible	range	of	interior	models:

No	core Large	core

gives	an	upper	limit to	 J4
observed − J4

static

10-6



Dynamics	must	be	constrained	to	the	upper	~1000	km	
Uranus:	(0.15%	of	the	mass,	~2000	bars)
Neptune:	(0.2%	of	the	mass,	~4000	bars)
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Next	:How	deep	is	the	Great	Red	Spot?
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Figure 9: The semi-logarithmic plot shows the ratio of
the surface acceleration at the GRS location to the formal
measurement uncertainty, as a function of the scale height
H. The ratio is above the value of 3 for scale heights within
2,000 km and 20,000 km. The purple circles represent the
four cases shown in Figure 9.

of spherical harmonic coe�cients, becomes impor-
tant and overcomes the increase in the gravity
anomaly magnitude, which is anyway character-
ized by a low rate of growth at those scale heights.
We find that the best chance of detecting the vor-
tex gravitational signature lies with cases where
the increase in the wind gravity signal is more ef-
fective than the increase in the number of needed
estimated parameters, within 2⇥ 103 km and 104

km. We don’t consider larger scale height decay
depths because the deep wind case already repre-
sents the limit for which the flows constituting the
high-speed collar of the GRS reach the equatorial
plane generating discontinuities.

We repeat the same analysis for H1 6= H2. In
this case it is necessary to consider all di↵erent
combinations of the jet scale height and the vor-
tex scale height. As before, for each choice of H1

andH2, the best (smallest) set of estimated spher-
ical harmonics is chosen, capable of fitting the
simulated Doppler residuals (Finocchiaro et al.,
2010; Finocchiaro, 2013). The result is a matrix
of the GRS detectability (Fig. 10), whose main
diagonal represents the cases already studied of
H1 = H2 (Fig. 9). The ratio of the predicted
gravity anomaly of the GRS to the expected ac-

curacy in the determination of the local surface
gravity is still the chosen quantity to identify the
combinations of (H1, H2) for which it is theoreti-
cally possible to detect the gravitational signature
of the vortex (Fig. 10).

We notice that, when the vortex scale height
is larger than the jet scale height (H1 < H2, in
Fig. 10, right of the main diagonal), the signal
to noise ratio at the GRS location can become
very large (values up to 1⇥ 102), especially if the
scale height characterizing the jets is very small,
because fewer parameters are necessary to fit the
simulated Doppler residuals (Finocchiaro et al.,
2010; Finocchiaro, 2013) and the vortex is very
deep. On the contrary, left of the main diagonal
the jets are much deeper than the vortices causing
the gravity anomaly of the GRS to blend into the
background surface gravity, making the detection
of its signature highly improbable.

Figure 10: Matrix of the detectability of the GRS as a
function of the jet scale height H1 and the vortex scale
height H2. Values larger than 3 (right of the white con-
tour) identify the domain in which the gravity anomaly
is at least 3 times larger than the expected measurement
accuracy.

7. Conclusion

The resemblance of the GRS to coherent atmo-
spheric features we observe on Earth leads to the
thinking that it is a shallow atmospheric struc-
ture resulting from 2D turbulence as we observe

12

The	GRS	gravity	signature

Parisi	et	al,	2016

Juno	flew	over	the	GRS	in	orbit	7	and	
will	repeat	this	in	orbits	12	and	21.

Can	we	detect	the	gravity	signal	of	the	
GRS?



Summary

• Juno	is	orbiting	Jupiter	every	53	days,	and	successfully	operating	with	all	
instruments.

• The	poles	of	Jupiter	are	dominated	by	large	vortices,	and	very	different	from	
most	latitudes	which	are	dominated	by	jets.

• Jupiter’s	gravity	field	was	found	to	be	hemispherically (north-south)	asymmetric	
– a	pure	signal	of	deep	dynamics.

• This	allowed	determining	that	the	depth	of	the	cloud-level	flows,	reach	
approximately	3000	km	beneath	the	cloud	level,	which	is	the	level	of	magnetic	
dissipation.

• The	even	gravity	harmonics	indicate	no	significant	flows	in	the	interior

• Preliminary	Cassini	results	for	Saturn	indicate	flows	extending	down	to	9000	km.

• A	very	deep	O(2000	km)	GRS	will	produce	a	detectable	gravity	signal.


