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Outline
• イントロダクション

• ⽣命存在可能環境、⽔や⼤気の安定性
• パラメータ：中⼼星(可視・紫外)放射強度、惑星サ

イズ、惑星⼤気組成・量、惑星磁場強度、等々
(今⽇は下線部分に特に着⽬)

• 地球型惑星(過去含む)、系外惑星
• （⼩天体、プラズマ-固体相互作⽤）

• 初期⽕星の磁気圏-電離圏MHDシミュレー
ション [S.	Sakai	et	al.]

• ⽕星上層⼤気のDSMCシミュレーション [K.	
Terada	et	al.]
を中⼼に紹介
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イントロダクション
• ⽣命環境の進化（⽣命圏の誕⽣・持続に⾄る条件

の解明）は、惑星科学の中⼼課題となりつつある。

• ⽣命存在可能領域（HZ）
• Class	I

• 地球類似惑星（古典的HZ）
• Class	II

• 初期はClass	Iと類似。
その後の進化が異なる。

• Class	III
• 地下海

• Class	IV
• 表層＆地下海
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氷衛星探査：
JUICE,	Europa	Clipper,	
Ocean	Worlds

⽔や⼤気の安定性

214 H. Lammer et al.

young Sun, an ionized obstacle as discussed in Sect. 4.4 at an altitude of ∼1,000 km
is generated on the dayside of the planet. At this altitude the density of O+

2 and CO+
2

and of other heavy ions is very low compared with the O+ density. Because the solar
wind plasma cannot penetrate to altitudes where it can erode the ionized molecules,
this results in negligible loss rates of O+

2 and CO+
2 ions from early Mars during the

active period of the young Sun.
Nevertheless, oxygen ions O+ can be eroded by the dense early solar wind, result-

ing in a loss rate capable of eroding not much more than about 8 m of a global Martian
ocean. An estimate of the maximum cool ion outflow loss rate is obtained by Terada
et al. (2009) under the upper limit assumption that transport of momentum from the
early solar wind was efficient enough to accelerate ionospheric ions above the escape
velocity through the whole circular ring area around the terminator of the planet. It
resulted in an equivalent loss of a global Martian ocean with a depth of ≤70 m during
the first 100–150 Myr. One can thus see from the study of Terada et al. (2009) that
Mars could have lost large quantities of water over its history, but a denser initial
CO2 atmosphere may have been lost only due to some different loss mechanism, most
likely due to impact atmospheric erosion (e.g., Walker 1986; Melosh and Vickery
1989; Manning et al. 2006; Pham et al. 2009).

Compared to larger and more massive CO2-rich planets which may evolve to class
II type habitable planets, smaller size planets like Mars cool down faster and water
may condense earlier compared to an Earth-size and mass planet. It is expected that
the very early Mars should have possessed all the conditions that were also avail-
able on early Earth (Westall 2005). These environments may have included deep-
water environments below wave basins of standing water (e.g., Cabrol and Grin 2005;
Westall et al. 2006) and numerous shallow water and littoral environments around
basin edges.

Volcanic and hydrothermal activity would also have been available on early Mars,
although not frequent compared to the early Earth (Westall 2005). Figure 9 illustrates

Fig. 9 Illustration of planets which originate within their HZs similar as Class I habitable planets, but due to
tidal locking and related weaker magnetic fields, different geodynamic evolution, and strong atmospheric
loss processes they may evolve to CO2-rich Venus-type or Martian-like class II planets where life may
have originated but hostile surface conditions prevent the evolution of Earth-like multi-cellular life forms
(surface plants, large animals, etc.)
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⽔や⼤気の安定性
• 鍵となるパラメータは

• 中⼼星(可視・紫外)放射強度、惑星サイズ、
惑星⼤気組成・量、惑星磁場強度、等々

4

連続的生存可能領域（CHZ）の古典的定義：
地球類似の惑星が、表面に液体の水を保持できる領域。
現在の太陽系では0.95-1.37 AU

内側限界：
宇宙空間への流出（暴走温室状態）

外側限界：
CO2の凝結で温室効果が維持不可
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過去の太陽紫外放射、太陽⾵は強かった。
• ⾃転速い⇒内部の差動回転⼤
⇒磁場⽣成⼤⇒表⾯活動⼤
⇒激しいコロナ、フレア、太陽⾵

⽔や⼤気の安定性
• 鍵となるパラメータは

• 中⼼星(可視・紫外)放射強度、惑星サイズ、
惑星⼤気組成・量、惑星磁場強度、等々

様々な年代のG型主系列星における
X線〜紫外放射 [Ribas et al., 2005]



初期地球⼤気は⼤膨張？

• 地球熱圏モデル [Tian	et	al.,	2008]
• 太陽EUV放射が6倍（約35億年前）で外圏底が10,000kmに？
• 太陽EUV放射が20倍（約41億年前）で外圏底が100,000kmに？？
• 膨張、断熱冷却が重要となる 6

cooling mechanisms in this model at both solar minimum and
solar maximum are close to those in previous works.
[27] Smithtro and Sojka [2005b] discussed the response

of the Earth’s ionosphere and thermosphere under extreme
solar cycle conditions (EUV energy flux between 0.5 and
14.5 mW/m2) using their GAIT (global average ionosphere
and thermosphere) model. Figure 5a shows the relationship
between the P index and the solar EUV energy flux. The
energy fluxes corresponding to solar minimum, mean, and
maximum are marked by crosses. Figures 5b and 5c show
the variations of the exobase temperature and the total
electron content (TEC) with solar EUV flux. We note that
the exobase temperature computed in this model is a slightly
better linear function of the solar EUV flux in the energy
flux range 2 to 15 mW/m2 than that in GAIT. For stronger
solar EUV fluxes, the exobase temperature begins to show
nonlinearity in a similar way, as demonstrated in GAIT. The
TEC calculated in the model increases from !4.6 TEC units
under solar minimum condition to !48 TEC units under
solar maximum condition (1 TEC unit = 1016 electrons/m2).
TEC calculated in the present model increases faster with
increasing solar EUV fluxes than the GAIT model and has
similar TEC values as that in the GAIT model (19 TEC
units) under solar mean condition. Figure 5d shows the peak
density variations of 4 ion species (O+, N+, NO+, and O2

+)
and electrons with solar EUV flux. These are good indica-
tors of the behavior of the ionosphere in the model. In

GAIT, the peak density of O+ reaches a local maximum at a
solar EUV energy flux of !11 mW/m2 and decreases
slightly for stronger solar EUV fluxes. Smithtro and Sojka
[2005b] examined the plateau feature and suggested that
competing factors in both the production and loss of O+ are
responsible. Our model confirms the slower increase of the
O+ peak density when the solar EUV flux increases beyond
!10 mW/m2. The peak densities of O+ and N+ in our model
are less than a factor of 2 greater than those in GAIT when
the solar EUVenergy flux reaches 15 mW/m2. Smithtro and
Sojka [2005b] observed that the concentration of atomic
nitrogen increases by a factor of 4 when the solar EUV flux
is increased by a factor of 2 from that at solar maximum and
attributed this change to the increased photodissociation of
N2 and accelerated production of N through ion-neutral
chemical reactions. Our calculations confirm this finding. In
general, the behavior of the thermosphere/ionosphere in our
model is similar to that in GAIT [Smithtro and Sojka,
2005b].

4. Thermosphere Expansion Under Extreme
Solar EUV Conditions and the Adiabatic
Cooling Effect

[28] In the previous section the model was validated
against the current Earth’s thermosphere through compari-
son with observations and previous models. In this section

Figure 6. Temperature profiles for different solar EUV flux cases (normalized to present-day solar
mean energy flux !1 times present EUV, which represents solar EUV energy flux !5.1 mW/m2). It is
shown that when solar EUVenergy flux exceeds certain critical value, the upper part of the thermosphere
begins to cool as a result of the increasingly significant adiabatic cooling effect. Beyond the critical flux
(!5 times present EUV in this plot), the higher the energy input into the thermosphere, the lower the
exobase temperature. This behavior is typical in the studies of hydrodynamic flow in planetary
atmospheres.

E05008 TIAN ET AL.: HYDRODYNAMIC PLANETARY THERMOSPHERE
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外圏底⾼度
（上側境界でジー
ンズ散逸速度を仮
定）

⾮静⽔圧・膨張



⽕星は初期数億年間、
⼤気を保持できなかった？

• 約40億年前（~20	EUV）以前に酸素や炭素が⼤規模流出？
• 初期数億年間は⼤気を保持できず、その後に⼤気を形成？？

4.1 Ga (dashed curve in Figure 4) and could have reached
1012 cm!2 s!1 at 4.5 Ga. The corresponding timescales
required to lose 1 bar of CO2 from Mars (3.7 " 1043 carbon
atoms) are 10 and 1 Myrs respectively. Hence, these dense
atmospheres could not have been maintained during the
early Noachian unless the loss of CO2 was balanced by
rapid rates of volcanic outgassing.
[10] We estimate CO2 outgassing rates on Mars during

the early Noachian in the following manner: At present,
both Earth and Venus have about 100 bar of CO2 at their
surfaces. On Venus, it is in the atmosphere; on Earth, it is
mostly in carbonate rocks. 100 bar of CO2 on the Earth is
#7 " 1045 molecules. Mars has about 1/10th of Earth’s
mass, 1/5th of Earth’s surface area, and 40% of Earth’s
gravity. Hence, if Mars was formed from the same material
as Earth, its total CO2 reservoir could have been as much as
7.5 " 1044 molecules, or 20 bars. This is consistent with the
estimate based on geomorphology [Carr, 1986]. Consider-
ing that Mars formed farther from the Sun than the Earth
and thus could contain materials with volatile content 2"
richer than Earth, a maximum 40-bar (1.5 " 1045 mole-
cules) total CO2 inventory is possible. If most of Mars’ CO2

were emplaced in its atmosphere at 4.5 Ga, immediately
following the planet’s formation, the entire inventory could
have been lost within 40 Myrs.
[11] Alternatively, Mars could have released CO2 gradu-

ally and thus avoided the initial fast volatile loss episode. It
is estimated that #1.5 bar of CO2 was released volcanically
through the formation of the Tharsis bulge during the late
Noachian [Phillips et al., 2001]. This estimate is based on
the assumption that the CO2 content in the Tharsis magmas
is the same as that of Hawaiian basalts. If Martian magma
contains more volatiles, 3 bar of CO2 could have been
released by the Tharsis system. If we assume that the
outgassing rate decayed exponentially from 4.56 billion
years ago and use 40 bars as the total CO2 inventory and

3 bars as the Tharsis CO2 inventory, the upper solid line in
Figure 4 is obtained. The lower solid line in Figure 4 is for
20 bars as the total CO2 inventory and 1.5 bars as the
Tharsis CO2 inventory. For purposes of comparison, the
dot-dashed line marks the CO2 outgassing rate for present
Earth [Sleep and Zahnle, 2001]. By these estimates, this is
roughly equal to the Martian outgassing rate at #4 Ga.
Using these assumptions of the outgassing history, carbon
loss rate from Mars was greater than the CO2 outgassing
rate throughout the early Noachian - a dense early Noachian
Martian atmosphere could not have been formed. Outgas-
sing of CO2 might have been episodic instead of continu-
ous. Nevertheless, considering the short time scale (1#10
Myrs for 1 bar CO2) for carbon to escape from early Mars,
the total time during which a dense CO2 atmosphere could
have been maintained prior to 4.1 Ga should have been
brief.
[12] Because of Mars’ weak gravity, the planet could also

have lost significant atmosphere through impact erosion
[Melosh and Vickery, 1989], which could have further
reduced the total CO2 inventory. This only strengthens our
conclusion that Mars could not have sustained a dense CO2

atmosphere for time scale of #10 Myrs, and thus was
initially cold. (With few greenhouse gases present, the

Figure 3. The calculated upper atmospheric structure of
early Mars: (left) neutral temperature profiles and (right)
number density profiles. Blue, green, and red colors
represent different solar EUV energy flux levels. Curve
styles represent different atmospheric pressures. The black
curves in Figure 3 (right) are the number density profile of
CO2 (dashed), atomic carbon (solid), and atomic oxygen
(dotted) in Case 3.

Figure 4. Comparison between atmospheric escape and
outgassing on early Mars. The dashed curve represents the
thermal escape flux of atomic carbon from a CO2-
dominated atmosphere. The triangles represent the thermal
escape fluxes of carbon from an atmosphere with an H2

mixing ratio of (3–5) " 10!4 and with associated H escape
fluxes of the order of 1010 cm!2 s!1. The two solid lines
represent possible CO2 volcanic outgassing fluxes on early
Mars. The dash-dotted horizontal line marks CO2 outgassing
flux (6" 1012 moles per year, or 2.3" 1010 cm!2 s!1) on the
present Earth. The dotted curve represents 10% of the
energy-limited escape flux of carbon, Flim = eFEUV

4Egrav
, where

FEUV is11.04 the solar EUV energy flux (ergs cm!2 s!1),
Egrav = GMm/r (ergs) is the potential energy of one single
escaping particle, e includes both the heating efficiency (the
conversion factor between the absorbed solar EUV energy
and the thermal energy, <1) and the altitude variation of
energy absorption (>1). Here, e is set to be unity. The factor
of 4 accounts for the difference between the solar energy
absorption area and the surface area of the planet.
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Tian	et	al.	[2009]
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20	EUV

O
C

脱ガス
による
供給率炭素流出率

⾮静⽔圧・膨張流出？



初期⽕星の磁場
• クレータ磁場より、⽕星

のダイナモは40-41億年前
に停⽌ [Lillis	et	al.,	2013]

• 表⾯磁場強度は~5000nT??	
[Weiss	et	al.,	2008]

• 磁気圏は⼤気を守ったの
か？

• それとも⼤気の流出を促
したのか？
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[Lillis	et	al.,	2013]



初期⽕星磁気圏
• そもそも⽕星は、地球のような磁気圏を持てるのか？

• 厚い⼤気（電離圏）と弱い磁場を持つ惑星では、電離圏側
の対流を駆動しにくく、磁⼒線が交差してしまう？
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Kennel et al., Mars' Magnetosphere 917 

reconnects in the tail plasma sheet. Figure 2 
illustrates the topological crisis that develops in the 
absence of ionospheric convection. Since nose 
reconnection strips flux from the day-side, the field 
lines that reconnect first enter the ionosphere at 
higher magnetic latitudes than those that reconnect 
later. The extreme situation, illustrated in the far 
right-hand panel, shows that a field line which 
returns to the nose could cross one which is still 
directed tailward, since their ionospheric feet cannot 
be reordered by convection. 

The topological crisis can be avoided by further 
dissipative magnetic reconfiguration. Here we 
suggest one way this might occur. Closed flux tubes 
convecting in the tail towards the day-side must be 
deflected to go around the planet. Those closest to 
Mars will be the most deflected (see Figure 3). 
Consequently, the magnetic field will develop a shear 
that is supported by field-aligned currents connected 

PERCOLATION RECONNECTION 

c)B o 

to the ionosphere. At earth, the analogous line-tying LINE-TIED CONVECTION 
currents can be relieved by ionospheric convection, Fig. 3. Line-tied convection. This figure sketches the 
but will never be entirely absent so long as the magnetic shear that develops in line-tied convection. 
ionospheric response lags time-dependent It shows three field lines after they have reconnected 
magnetospheric convection. in the tail plasma sheet in the order of their labels. A 

A sheared magnetic field is unstable to the tearing region of strong shear is evident above Mars' polar 
mode since at least one component of the field cap. We speculate that the magnetic field will 
changes sign across the current layer. Galeev et al., "percolate" (Galeev et al., 1986) through the shear 
(1986) pointed out that, in weakly sheared layers, the region in order to avoid the topological crisis 
field lines can "percolate" through the magnetic illustrated in Figure 3. The inset illustrates a local 
islands developed in the nonlinear stage of the region of magnetic shear in which magnetic 
instability, allowing lines on opposite sides of the percolation (Galeev et al., 1986) is postulated to occur. 
shear layer to reconnect. In other words, tearing 
produces an alternating series of X- and O-type 
neutral points, through which field lines wander stochastically, much as passive scalar quantities magnetopause field reversal region is found above stochastically diffuse in the boundaries separating the ionosphere, such a return takes place. Further- more, the cold plasma density near the magnetopause fluid convection cells. This percolation, by will not be in diffusive equilibrium with the iono- decoupling the ionosphere from the magnetosphere, sphere. Let us estimate the cold plasma density just could effectively reorder the convecting field lines to avoid the topological crisis. If so, the dynamics of inside the magnetopause in a rapid convection model. Mars' magnetosphere may involve time-dependent The flux tube electron content, N, obeys 
MHD convection over the magnetic poles and in the 
tail, and diffusive transport near the planet. 

The rate of flux return to the day-side will be 
determined by the percolation rate, and not by the 
ionospheric convection rate as in Coroniti and Kennel 
(1973). Further analysis is needed to estimate the 
percolation rate at Mars, but it stands to reason that it 
will be faster than ionospheric convection, which 
Rassbach et al., (1974) showed is painfully slow. 

Certain critical measurements can indicate 

dN/dt= S -N/T 

where S is the ionospheric source rate and T 
characterizes the rate of loss of cold plasma through 
the day-side magnetopause. If the flux tube lS 
strongly depleted, ionospheric plasma will expand 
into the magnetosphere at roughly the ion acoustic 
speed, CS, so that S = n(O+)Cs, where n(O +) is the 
number density of singly ionized ionospheric oxygen. 
We estimate N by noVo, the equatorial density times whether the return of flux occurs on the rapid time the flux tube volume at the magnetopause, which is scale required by the reconnection model. A mea- roughly (•/2)RM cm3/cm 2 For n(O +) = 700/cm 3, the surement of the length of Mars' tail would provide a value measured at 300 km altitude by Viking 2 direct measure of the convection time. The day-side ' (Hansen et al., 1977), an O + ion acoustic speed, CS = 8 x magnetopause would migrate to the ionosphere--and 10 4 cm/s, based on an electron temperature of 0.1 eV Mars' solar wind interaction would resemble Venus'-- (Chen et al. 1978) and T = FT/C(p the steady state in the absence of diffusive tail flux return. Thus, if a ' ' ' magnetopause density no is about 35/cm 3 Thus, a low 

2 

Topolog•co I crisis 

density (several tens of particles per cc) may be a 
signature of rapid day-side plasma transport. We note 
that the Viking 2 altitude profile of ionospheric 
density did show a sudden plasma-pause-like depletion 
(Hansen et al., 1977), qualitatively consistent with the 
above scenario. 

The decoupling of magnetospheric convection 
from the ionosphere implies that an emf of the same 
order as that estimated in Section 3 will develop 

Fig. 2. Topological crisis. The left hand inset shows between the ionosphere and magnetosphere. 
two Martian dipole field lines before nose Consequently, field-aligned particle beams of a few 
reconnection. The field line labelled "1" will keV energy might be extracted from, or driven into, 
reconnect before that labelled "2". The middle inset the ionosphere as another signature of solar wind 
shows the two field lines somewhat later, when they powered convection. 
extend into the tail. The right hand inset shows them Ionospheric ions could influence the structure 
after field line "1" has reconnected in the plasma and dynamics of the tail, since a density of only 
sheet and has returned to the day-side; if there is no 0.12/cm 3 of 2 keV ions has the same energy density as 
ionospheric convection and no percolation, the two a 10 nT tail field. Although ionospheric ions enter the 
would have to cross. magnetosphere and tail as field-aligned beams, pitch 

[Kennel	and	Coroniti,	1989]



初期⽕星磁気圏
• そもそも⽕星は、地球のような磁気圏を持てるのか？

• 厚い⼤気（電離圏）と弱い磁場を持つ惑星では、電離圏側
の対流を駆動しにくく、磁⼒線が交差してしまう？
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islands developed in the nonlinear stage of the region of magnetic shear in which magnetic 
instability, allowing lines on opposite sides of the percolation (Galeev et al., 1986) is postulated to occur. 
shear layer to reconnect. In other words, tearing 
produces an alternating series of X- and O-type 
neutral points, through which field lines wander stochastically, much as passive scalar quantities magnetopause field reversal region is found above stochastically diffuse in the boundaries separating the ionosphere, such a return takes place. Further- more, the cold plasma density near the magnetopause fluid convection cells. This percolation, by will not be in diffusive equilibrium with the iono- decoupling the ionosphere from the magnetosphere, sphere. Let us estimate the cold plasma density just could effectively reorder the convecting field lines to avoid the topological crisis. If so, the dynamics of inside the magnetopause in a rapid convection model. Mars' magnetosphere may involve time-dependent The flux tube electron content, N, obeys 
MHD convection over the magnetic poles and in the 
tail, and diffusive transport near the planet. 

The rate of flux return to the day-side will be 
determined by the percolation rate, and not by the 
ionospheric convection rate as in Coroniti and Kennel 
(1973). Further analysis is needed to estimate the 
percolation rate at Mars, but it stands to reason that it 
will be faster than ionospheric convection, which 
Rassbach et al., (1974) showed is painfully slow. 

Certain critical measurements can indicate 

dN/dt= S -N/T 

where S is the ionospheric source rate and T 
characterizes the rate of loss of cold plasma through 
the day-side magnetopause. If the flux tube lS 
strongly depleted, ionospheric plasma will expand 
into the magnetosphere at roughly the ion acoustic 
speed, CS, so that S = n(O+)Cs, where n(O +) is the 
number density of singly ionized ionospheric oxygen. 
We estimate N by noVo, the equatorial density times whether the return of flux occurs on the rapid time the flux tube volume at the magnetopause, which is scale required by the reconnection model. A mea- roughly (•/2)RM cm3/cm 2 For n(O +) = 700/cm 3, the surement of the length of Mars' tail would provide a value measured at 300 km altitude by Viking 2 direct measure of the convection time. The day-side ' (Hansen et al., 1977), an O + ion acoustic speed, CS = 8 x magnetopause would migrate to the ionosphere--and 10 4 cm/s, based on an electron temperature of 0.1 eV Mars' solar wind interaction would resemble Venus'-- (Chen et al. 1978) and T = FT/C(p the steady state in the absence of diffusive tail flux return. Thus, if a ' ' ' magnetopause density no is about 35/cm 3 Thus, a low 

2 

Topolog•co I crisis 

density (several tens of particles per cc) may be a 
signature of rapid day-side plasma transport. We note 
that the Viking 2 altitude profile of ionospheric 
density did show a sudden plasma-pause-like depletion 
(Hansen et al., 1977), qualitatively consistent with the 
above scenario. 

The decoupling of magnetospheric convection 
from the ionosphere implies that an emf of the same 
order as that estimated in Section 3 will develop 

Fig. 2. Topological crisis. The left hand inset shows between the ionosphere and magnetosphere. 
two Martian dipole field lines before nose Consequently, field-aligned particle beams of a few 
reconnection. The field line labelled "1" will keV energy might be extracted from, or driven into, 
reconnect before that labelled "2". The middle inset the ionosphere as another signature of solar wind 
shows the two field lines somewhat later, when they powered convection. 
extend into the tail. The right hand inset shows them Ionospheric ions could influence the structure 
after field line "1" has reconnected in the plasma and dynamics of the tail, since a density of only 
sheet and has returned to the day-side; if there is no 0.12/cm 3 of 2 keV ions has the same energy density as 
ionospheric convection and no percolation, the two a 10 nT tail field. Although ionospheric ions enter the 
would have to cross. magnetosphere and tail as field-aligned beams, pitch 

電離圏の応答時間は
Δ=16π2(γ+2)μλΣP/c2D2Λ(ΔBCF)

地球では Δ=20分（ΣP=10	mho）、
⽕星でBsurf=60nTでは Δ~6⽇（ΣP=3000	mho）
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• Terada	et	al.	[2009]の太陽⾵-⽕星電離圏MHDシミュレー
ションに、固有磁場を与える

11100	EUV	~	45億年前の⽕星。双極⼦磁場無し [Terada	et	al.,	2009]

2007). Barabash et al. (2007a) found that the loss of ions
through the plasma wake occurs mainly in regions where
the magnetic field reverses its direction in the tail. These au-
thors suggested that the resulting near-Venus magnetic field
line configuration, i.e., the curved and reversing magnetic
fields in the nightside ionosphere and near wake, could lead
to the acceleration of plasma into the tail.

Figure 10 shows the altitude profiles of the modeled to-
tal ion number density, horizontal velocity (Vh), and total

ion flux across the terminator plane in the polar area of the
planet !4.5 Ga. It can be seen that, due to the acceleration
by the magnetic field tension force, the horizontal flow ve-
locity in the ionosphere exceeds the escape velocity from the
planet (!5 km/s) from the ionopause down to about
500–600 km altitude (that is slightly below the exobase),
which allows the ionospheric cold ions to escape into space.
The nightward cold ion flux F ! [O"] Vh has a peak of !1012

cm#2 s#1 at an altitude of about 700 km in the polar areas.
Note that the acceleration due to the magnetic field tension
force of the draping IMF is effective only around the mag-
netic poles, so that the ion loss due to this process is negli-
gible in the other areas, such as the magnetic equator. Inte-
grating the flux over altitude and around the planet in the
terminator plane, we obtain a total loss rate of about 1.8 $
1028 s#1 for the cold O" ion outflow in our MHD model. Be-
cause the extreme young Sun period considered in our study
lasted for about 100–150 million years after the Sun arrived
at the ZAMS, we calculated the total O" ion and related wa-
ter loss over a period %t ! 150 million years. A global mar-
tian ocean of liquid water with a depth of 1 m would con-
tain about 8 $ 1042 molecules (Pérez-de-Tejada, 1992).
Assuming that the cold O" loss rate of about 1.8 $ 1028 s#1

lasted for %t ! 150 million years, we estimate that Mars
could have lost an amount of water equivalent to an ocean

TERADA ET AL.10

TABLE 3. THREE-DIMENSIONAL MHD MODEL RESULTS FOR
O", O2

", AND CO2
" ION PICKUP AND ESTIMATED COLD

ION OUTFLOW LOSS RATES FROM EARLY MARS
!4.5 BILLION YEARS AGO

Ion pickup loss Cold ion outflow
!4.45–4.6 Ga !4.45–4.6 Ga

O": !1.5 $ 1028 s#1 O": 1.8 $ 1028 to 1.2 $ 1029 s#1

O2
": !5 $ 1025 s#1

CO2
": !3 $ 1025 s#1

The loss rates correspond to the extreme solar wind parameters
given in Table 1 and under the assumption that Mars had no intrinsic
magnetic field at that early period.

FIG. 9. Three-dimensional visualization of modeled magnetic field lines and O" ion density at Mars !4.5 Ga ago under
the extreme solar wind conditions given in Table 1. The field lines are color-coded with their magnetic field strength val-
ues. A density of N(O") ! 100 cm#3 is indicated with a blue transparent isosurface contour.
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• 第⼀ステップとして、電離圏パラメータは現在の⽕星と同⼀
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1200 K was obtained. Due to heating by the enhanced solar
XUV flux of the thermosphere, the exobase was expanded
to an altitude of about 700–750 km. It should be noted that
the assumption of the present-day mixing ratio can only be
justified for a modest amount of H2O vapor in the atmo-
sphere, which could occur in the case of a low greenhouse
effect. The consideration of different early atmospheric mix-
ing ratios is beyond the scope of this study and will be ad-
dressed in the future.

3.2.3. Plasma temperatures of present and early Mars. At
present, no global MHD model exists that properly solves
the energetics of the ionosphere during photochemical reac-
tions (e.g., Shinagawa et al., 1991). In our MHD model, Tq in

Eq. (8) is approximated as Tq ! Ti input " Te input, where Ti input
and Te input are the ion and electron temperatures taken from
spacecraft observations or empirical models. This approxi-
mation worked well for a present-day Venus simulation
(Terada et al., 2002, and references therein), and a similar
method was adopted in the simulation by Ma et al. (2004) for
present-day Mars. Our model, furthermore, included the
thermal conductivity in the last term of Eq. (8), which keeps
the ionospheric temperature within reasonable limits with-
out introducing any ad hoc artificial correction.

For present-day Mars, Ti input and Te input were taken from
Fig. 2 of Shinagawa and Cravens (1989), which were based
on the Viking observations and theoretical studies (Hanson
et al., 1977; Chen et al., 1978). For ancient Mars, we assumed
that Ti input ! Ti Viking " (Tn ancient # Tn Viking) and Te input !
Te Viking " (Tn ancient # Tn Viking). Similar assumptions were
used by Fox and Sung (2001) to infer ion temperature for dif-
ferent solar activity conditions at present-day Venus.

3.3. Simulation results

3.3.1. Model validation for present-day Mars. By applying
our 3-D MHD model to the present neutral atmosphere of
Mars under low solar activity conditions and using the so-
lar wind parameters given in Table 1, we obtained the ionos-
phere profiles shown in Fig. 3, which are in good agreement
with the Viking 1 observations and the 1-D ionosphere model
of Shinagawa and Cravens (1989). The upper panel of Fig. 4
shows the modeled total ion density, and the lower panel
the induced magnetic field strength, which had a maximum
value of the order of about 50 nT, for present-day Mars un-
der low solar activity conditions. Barabash et al. (2007b) in-
ferred pickup ion loss rates from the Mars Express ASPERA-

TERADA ET AL.6

A

B

FIG. 2. A: Neutral number density profiles at present-day
Mars during low solar activity conditions based on the
Viking measurements (after Shinagawa and Cravens, 1989).
B: Modeled number density profiles of major neutral species
as a function of altitude for a present-day martian atmo-
sphere exposed to an X-ray and EUV flux 100 times higher
than that of the Sun today.

FIG. 3. Modeled ion profiles of major ion species in the
martian atmosphere as a function of altitude corresponding
to present-day low solar activity conditions. Computational
grid points are denoted with squares, crosses, and asterisks,
whose resolution is about 3–10 km in the ionosphere in the
vertical direction. In the horizontal direction, an unstruc-
tured grid that consists of triangles is employed. SZA, solar
zenith angle.

現在の⽕星。双極⼦磁場無し [Terada	et	al.,	2009]



初期⽕星の磁気圏-電離圏MHD	シ
ミュレーション [S.	Sakai	et	al.]

• 3次精度TVDスキーム[Tanaka,	1994]を⽤いた3次元多成分
MHDシミュレーション。

• CO2
+,	O2

+,	O+,	H+などの14イオンの光化学反応を含む。
• ⾚道表⾯で100	nTの双極⼦磁場を与えた。
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シミュレーションで
⽤いた⾮構造格⼦
[Moriguchi et	al.,	2008]

1922 grid points are generated on a sphere. As seen in
Figure 1, the grid system is covered by triangles having
almost same size. Also there appears no apparent singularity
in this grid.
[9] The 3-D grid system is generated by radial stacking of

spheres. The radius of sphere is densely stacked in the
region around the inner boundary, and sparsely stacked near
the outer boundary. It means that near the inner boundary

the gap between the grid points are smaller so as to enable
finite calculations, and on the other boundary they are larger
to treat wide ranged region near the outer boundary. In this
stacking process, the centers of spheres are gradually shifted
toward the x direction. The grid system shown in Figure 1 is
adapted to the inmost sphere. Grid points on the outer
spheres are determined by numerically extending the inmost
grid points outward so as to satisfy the orthogonal condi-
tion. In Figure 2, this extending procedure is schematically
shown in the 2-D plane. Resulting 3-D grid system enables
simultaneous calculation of M-I coupling process and long
tail formation.
[10] Giving B0, the numerical scheme used in the present

simulation for the time integration of conservative MHD
equation (1)–(4) is the finite volume (FVM) total variation
diminishing (TVD) scheme with the monotonic upstream
scheme for conservation laws (MUSCL) method, and the
Van Leer’s differentiable limiter. These formulations for
MHD equations are originally developed by Tanaka [1994].
On the present grid system, the control volume for the FVM
calculation is hexagonal columns connecting the exocentric
points of triangles on interfacing spheres (Figure 3). For each
control volume, data for volume, area of interfacing surface,
and normal and tangential vectors on the interfacing surface
are prepared for the FVM calculation.
[11] The time variation of MHD variables inside the

control volume is calculated from the sum total of the
normal flux over the control volume surfaces. Writing
MHD equations (1)–(4) in the generalized conservation
formula as

@u

@t
þ @F

@x
þ @G

@y
þ @H

@z
¼ S; ð7Þ

Figure 1. Spherical grid system made from a dodecahe-
dron. One pentagon surface of regular dodecahedron is first
divided into five right triangles, and then the generated
triangles are divided into four smaller triangles.

Figure 2. Explanation for the construction process of 3-D
grid system by extending 2-D grid points on the inner
boundary. This figure is drawn for the construction of 2-D
grid from 1-D circular aligned grid.

Figure 3. Control volume for FVM calculation (blue
lines). The control volume is hexagonal columns connecting
the exocentric points of triangles on interfacing spheres
(dotted lines). A red sphere shows the grid point and red
lines show the grid line. The conservative scheme can be
constructed from this control volume.

A05204 MORIGUCHI ET AL.: JOVIAN MAGNETOSPHERIC CURRENT SYSTEM
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14
⾚道表⾯で100	nTの双極⼦磁場。IMFはパーカースパイラル。
磁⼒線と圧⼒の図 [S.	Sakai	et	al.,	JpGU 2017]

IMF	comes	into	
the	atmosphere.
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15x-y⾯での速度ベクトル
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• 反太陽向きO+ +	O2
+フラックス（X=-7RM）

• 双極⼦磁場なし（左図）
• ⽕星の影にピークが1つ

• 双極⼦磁場あり（右図）
• ⾼緯度側にピークが2つ。より多くのイオンが流出。

少なくとも本計算では、磁場は⼤気を守っていない。



初期地球の膨張熱圏モデ
ルは妥当か？

17
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cooling mechanisms in this model at both solar minimum and
solar maximum are close to those in previous works.
[27] Smithtro and Sojka [2005b] discussed the response

of the Earth’s ionosphere and thermosphere under extreme
solar cycle conditions (EUV energy flux between 0.5 and
14.5 mW/m2) using their GAIT (global average ionosphere
and thermosphere) model. Figure 5a shows the relationship
between the P index and the solar EUV energy flux. The
energy fluxes corresponding to solar minimum, mean, and
maximum are marked by crosses. Figures 5b and 5c show
the variations of the exobase temperature and the total
electron content (TEC) with solar EUV flux. We note that
the exobase temperature computed in this model is a slightly
better linear function of the solar EUV flux in the energy
flux range 2 to 15 mW/m2 than that in GAIT. For stronger
solar EUV fluxes, the exobase temperature begins to show
nonlinearity in a similar way, as demonstrated in GAIT. The
TEC calculated in the model increases from !4.6 TEC units
under solar minimum condition to !48 TEC units under
solar maximum condition (1 TEC unit = 1016 electrons/m2).
TEC calculated in the present model increases faster with
increasing solar EUV fluxes than the GAIT model and has
similar TEC values as that in the GAIT model (19 TEC
units) under solar mean condition. Figure 5d shows the peak
density variations of 4 ion species (O+, N+, NO+, and O2

+)
and electrons with solar EUV flux. These are good indica-
tors of the behavior of the ionosphere in the model. In

GAIT, the peak density of O+ reaches a local maximum at a
solar EUV energy flux of !11 mW/m2 and decreases
slightly for stronger solar EUV fluxes. Smithtro and Sojka
[2005b] examined the plateau feature and suggested that
competing factors in both the production and loss of O+ are
responsible. Our model confirms the slower increase of the
O+ peak density when the solar EUV flux increases beyond
!10 mW/m2. The peak densities of O+ and N+ in our model
are less than a factor of 2 greater than those in GAIT when
the solar EUVenergy flux reaches 15 mW/m2. Smithtro and
Sojka [2005b] observed that the concentration of atomic
nitrogen increases by a factor of 4 when the solar EUV flux
is increased by a factor of 2 from that at solar maximum and
attributed this change to the increased photodissociation of
N2 and accelerated production of N through ion-neutral
chemical reactions. Our calculations confirm this finding. In
general, the behavior of the thermosphere/ionosphere in our
model is similar to that in GAIT [Smithtro and Sojka,
2005b].

4. Thermosphere Expansion Under Extreme
Solar EUV Conditions and the Adiabatic
Cooling Effect

[28] In the previous section the model was validated
against the current Earth’s thermosphere through compari-
son with observations and previous models. In this section

Figure 6. Temperature profiles for different solar EUV flux cases (normalized to present-day solar
mean energy flux !1 times present EUV, which represents solar EUV energy flux !5.1 mW/m2). It is
shown that when solar EUVenergy flux exceeds certain critical value, the upper part of the thermosphere
begins to cool as a result of the increasingly significant adiabatic cooling effect. Beyond the critical flux
(!5 times present EUV in this plot), the higher the energy input into the thermosphere, the lower the
exobase temperature. This behavior is typical in the studies of hydrodynamic flow in planetary
atmospheres.

E05008 TIAN ET AL.: HYDRODYNAMIC PLANETARY THERMOSPHERE
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外圏底⾼度
（上側境界でジー
ンズ散逸速度を仮
定）

初期地球の膨張熱圏モデル

⾮静⽔圧・膨張

[Tian	et	al.,	2008]

約41億年前~20EUV

約35億年前~6EUV



Tian	[2013]
⾮熱的散逸などの効果を考慮して、
上側境界からの散逸速度を3,	10,	20倍に

膨張熱圏モデルの問題点:	
上側境界条件の影響

境界条件を変えると、
⼤気はあまり膨らまない？

F. Tian / Earth and Planetary Science Letters 379 (2013) 104–107 105

When a planetary atmosphere is exposed to intense stellar XUV
photon flux, which occurs on terrestrial planets during their early
evolution histories, close-in exoplanets, and small dwarf planets
such as present Pluto, the upper atmosphere is heated and tem-
perature rises and the atmosphere expands. For this scenario to
occur, thermal conduction through the lower boundary must be
less than the net heating. When the atmosphere expands to large
distance, the gravity of the planet at the exobase, the top of the at-
mosphere, becomes weak enough and major atmospheric species
escape more efficiently through either thermal or nonthermal pro-
cesses. When the escape of major atmospheric species is efficient,
the upper atmosphere flows outward and the adiabatic cooling as-
sociated with the expansion of the rapidly escaping atmosphere
becomes a dominant part of the energy budget of planetary at-
mospheres – the hydrodynamic regime or a hydrodynamic plane-
tary atmosphere (Tian et al., 2008a, 2008b). Because the diffusion-
limited theory does not consider energy required to support rapid
escape, it cannot provide us a good estimate on escape rate of ma-
jor atmospheric species.

Note that there is a difference between the above-mentioned
hydrodynamic planetary atmosphere and the traditional hydro-
dynamic escape, or blowoff, in that the hydrodynamic regime is
reached when the outflow is important in the energy budget of
the upper atmosphere, while the blowoff occurs when the heat-
ing of the upper atmosphere is so strong that the kinetic energy of
the upper atmosphere overcomes the gravity of the planet. Thus a
planetary atmosphere in the hydrodynamic regime does not nec-
essarily blow off. In such an atmosphere the gravitational potential
energy is more than the heat content or kinetic energy of the
atmosphere and the atmospheric escape is Jeans-like (evapora-
tion) no matter whether the actual escape process is thermal or
nonthermal. Thus a planetary atmosphere could be experiencing
Jeans-like escape and in the hydrodynamic regime simultaneously
(Tian et al., 2008a). On the other hand, blowoff can be considered
an extreme case of planetary atmospheres in the hydrodynamic
regime and energy consumption in the outflow is the ultimate fac-
tor controlling the mass loss rate.

Linking the hydrogen content of early Earth’s atmosphere with
the nature of close-in super Earths, the key question this paper in-
tends to address is: can the energy requirement in a hydrodynamic
planetary atmosphere limit atmospheric escape?

2. Hydrodynamic planetary upper atmospheres and the
conservation of total escape rate

Here a 1-D upper planetary atmosphere model, validated
against the upper atmosphere of the present Earth, is used to
study the problem. The model details can be found in Tian et al.
(2008a, 2008b). A key feature of the model is that it can automat-
ically adjust its upper boundary so that the exobase, defined as
where the scale height is comparable to the mean free path, can
be found and the adjusted Jeans escape rates of all species can be
calculated. When increasing the level of solar XUV radiation, both
the upper atmosphere temperature and the exobase altitude in-
crease. At 5 times present solar mean XUV level (XUV × 5), the
exobase altitude can reach more than 104 km and the upper at-
mosphere temperature can be near 9000 K (Tian et al., 2008b).

To include other escape processes at the exobase level in ad-
dition to Jeans escape, the Jeans escape effusion velocity at the
exobase is multiplied by 3, 10, and 20 times respectively. The cal-
culated upper atmosphere temperature profiles are shown in Fig. 1.
The peak temperature in the upper atmosphere cools with in-
creasing escape efficiency from 9000 K in the Jeans escape only
case to 8000, 7500, and 7000 K in the 3×, 10×, and 20× more
efficient atmosphere escape cases. Correspondingly the exobase
altitude decreases with increased escape efficiency because of

Fig. 1. Upper atmosphere structures of the Earth under 5 times present XUV radi-
ation level with different escape effusion velocities at the exobase level, which are
where the curves end.

Fig. 2. Total escape rate of major atmosphere species as a function of escape ef-
ficiency from the exobase level. The atmospheres used in these simulations have
composition the same as that of present Earth but are under 5 times present Earth’s
XUV radiation level. If the upper atmosphere structure is not influenced by es-
cape of major atmospheric species and the subsequent outflow, the total escape
rate would have increased linearly with enhanced escape efficiency at the exobase
level as shown by the dashed line. However, when considering the energy consump-
tion of outflow in the upper atmosphere, the upper atmosphere cools and shrinks
(shown in Fig. 1) and the total escape rate remains conserved with enhanced escape
efficiency at the exobase level.

decreased scale height. Note that although the scale height is
inversely proportional to the temperature, the exobase altitude
is not.

The shrinking of the upper atmosphere with increasing escape
efficiency at the exobase level has an interesting consequence on
the total atmospheric escape rate, shown as a solid curve in Fig. 2.
In comparison the dashed line in Fig. 2 shows a linear increase of
total escape with enhanced escape efficiency if the upper atmo-
sphere structure is not influenced by atmospheric escape. When
considering the energy required to support a strong outflow, which
is a consequence of rapid escape of major atmosphere species, the
total escape rate of such species remains almost a constant (a con-
servation of total escape rate) when increasing escape efficiency
from the exobase level. The conservation of total escape rate from
a hydrodynamic planetary atmosphere is a demonstration of the
law of the conservation of energy – changing the escape efficiency
at the exobase level does not change the total amount of energy
heating the upper atmosphere.
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Fig. 3. Heating and cooling terms in a hydrodynamic planetary atmosphere.
The solid curves correspond to the black curve in Fig. 1. The dashed curves corre-
spond to the red curve in Fig. 1. The blue curves are the adiabatic cooling. The red
curves are the net radiative heating. The magenta curves are the thermal conduc-
tion. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

3. Discussion

The heating and cooling terms in the hydrodynamic planetary
atmosphere are shown in Fig. 3. The solid curves correspond to
the black curve in Fig. 1 (Jeans escape only). The dashed curves
correspond to the red curve in Fig. 1 (escape efficiency 10 times
that of Jeans escape). The blue curves represent the adiabatic cool-
ing. The red curves represent the net radiative heating, which in-
cludes absorption of stellar XUV photons, the ionization, excitation,
and dissociation of atmospheric species, and transport of energetic
electrons and the deposition of their energy, heating from chemical
reactions, and radiative cooling (for details see Tian et al., 2008a,
2008b). The magenta curves represent the thermal conduction.

Fig. 3 shows that the adiabatic cooling associated with outflow
is a dominant cooling term in the upper thermosphere and its im-
portance increases with altitude, reflecting the increasing velocity
of the outflow. Although thermal conduction cooling is dominant
near where the net radiative heating peaks, because the net radia-
tive heating is inadequate to match the adiabatic cooling, thermal
conduction becomes an important heating term in the upper ther-
mosphere, contributing to support the outflow. When increasing
the escape efficiency at the exobase level, the outflow is enhanced
in upper thermosphere, which causes the dashed blue curve to in-
crease more rapidly with altitude than the solid blue curve does.
The peak of the net radiative heating moves lower in altitude
because the atmosphere shrinks, which allows more stellar XUV
photons to penetrate to deeper altitudes. Fig. 3 and Fig. 1 show
how a planetary upper atmosphere in the hydrodynamic regime
adjusts its structure and energy distribution when different escape
processes occur at the exobase level. As a result of the law of the
conservation of energy, the total escape rates from the two atmo-
spheres with quite different structures are almost identical.

We further tested the 1-D upper atmosphere model with
greater XUV levels and in all cases the enhancements of atmo-
spheric escape efficiency lead to shrink of the upper atmosphere
and the conservation of total escape rate. For an upper atmosphere
under weak XUV heating, the escape is insignificant and the in-
creased escape efficiency does not lead to a strong outflow or
cooling of the upper atmosphere. Thus the total escape increases
linearly with enhanced escape efficiency. Analysis shows that the
difference between the two cases is whether the cooling caused
by the gas outflow is important in the energy budget of the up-

per atmosphere, which is the division between a hydrostatic and a
hydrodynamic planetary upper atmosphere.

Johnson et al. (2013) pointed out that if the deposition of en-
ergy in the upmost layer of the thermosphere (where the ratio
between the mean free path and the scale height is ! 0.1) is
inefficient, nonthermal escape processes can be ignored. This is
equivalent of saying that the energy deposited in the collision-
dominant part of the atmosphere contributes to the heating of the
atmosphere and not to nonthermal escape processes. Our model
atmospheres include this heating process. From the perspective of
the exobase, the escape is Jeans-like in that the bulk outflow ve-
locity in our model remains subsonic, consistent with the findings
in Johnson et al. (2013). From the perspective of the energy bud-
get of the upper atmosphere, the escape is hydrodynamic because
the outflow cooling dominates the energy budget when the atmo-
sphere is under strong XUV radiation (Tian et al., 2008a). Thus
escape can be Jeans-like and hydrodynamic simultaneously, de-
pending on from which point of view the issue is observed.

García-Muñoz (2007) showed that the model calculated escape
rates from HD209458b are insensitive to the upper boundary con-
ditions but the upper atmospheric structures are. Koskinen et al.
(2013) compared the effects of different boundary conditions on
the escape from hot Jupiters and found that models with similar
escape rates could produce different upper atmospheric structures
depending on the boundary conditions applied. These results are in
good agreement with ours and thus the conservation of total es-
cape rate theory proposed in this paper is also supported by mod-
els with transonic hydrogen outflow from hot Jupiters. In agree-
ment with Koskinen et al. (2013), we emphasize that details of the
escape processes functioning at the exobase level are important for
understanding the upper atmosphere structures and thus are im-
portant to compare with observations.

A recent hybrid fluid/kinetic model for the upper atmosphere of
Pluto (Erwin et al., 2013) shows that Pluto’s exobase altitude and
temperature decreases as a result of increasing escape efficiency at
the exobase level and as a result the total escape rate from Plu-
to’s N2-dominant atmosphere remains near constant. This shows
that the theory of the conservation of total escape rate applies to
hydrodynamic planetary atmosphere with different composition.
Erwin et al. (2013) pointed out that in order to predict the up-
per atmosphere structure, a hybrid fluid/kinetic model is needed
because the enhancement of escape efficiency at the exobase level
does influence the upper atmosphere structure. We emphasize that
if the theory of the conservation of total escape is correct, a fluid
model for the planetary upper atmosphere would be adequate to
understand the atmospheric escape history of a planet.

The conservation of total escape rate from planetary atmo-
spheres in the hydrodynamic regime is demonstrated in 1-D mod-
els for the Earth’s current atmosphere composition under intense
XUV heating, for the current N2-dominant atmosphere of Pluto
(Erwin et al., 2013), and for transonic outflow from hot Jupiters
(García-Muñoz, 2007; Koskinen et al., 2013). Numerical simula-
tions for atmospheres with different composition around planets
with different masses in 3-D models will be needed in future stud-
ies to prove or disprove it. However we speculate that the theory
should apply to planetary atmospheres with different composition
because the law of the conservation of energy is universal and
the escape of hydrogen from such atmospheres under intense stel-
lar/solar XUV heating is always energy-limited.

If the theory is confirmed, one implication is that early Earth’s
atmospheric hydrogen content should be close to those in Tian
et al. (2005a) suggested, provided that those calculations are cor-
rect, and thus hydrogen could have helped early Earth to stay
warm (Wordsworth and Pierrehumbert, 2013). And the calcula-
tions of atmosphere escape during the evolution histories of dif-
ferent planets could be significantly simplified. The theory also

加熱・冷却項
実線は⾮静⽔圧時（左図の⿊線）

断熱冷却 放射による
正味の加熱
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膨張熱圏モデルの問題点
• 実はこれは⼤きな問題。
• ハビタブルゾーンに⼊

る惑星が⾒つかりつつ
あるが、その殆どがM
型星周りの惑星。

• 中⼼星に近く、相対的
に紫外放射が強い場合
が多い。

• 同様に⼤気が膨張して
いる可能性がある。
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TRAPPIST-1	system
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Habitable	Zone



Oxygen	thermosphere/exosphere	
(10	EUV)

• Black	circle	:	Planet,				White	circle	:	Star	(Proxima Centauri)
• Earth-like	case	:	Optically	thick	oxygen	to	~8Re（1×1014 cm-2 ~ τ=1）
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（⻲⽥ et	al.	系外惑星紫外分光WG資料より）



Tian	[2013]
⾮熱的散逸などの効果を考慮して、
上側境界からの散逸速度を3,	10,	20倍に

膨張熱圏モデルの問題点:	
上側境界条件の影響

境界条件を変えると、
⼤気はあまり膨らまない？

F. Tian / Earth and Planetary Science Letters 379 (2013) 104–107 105

When a planetary atmosphere is exposed to intense stellar XUV
photon flux, which occurs on terrestrial planets during their early
evolution histories, close-in exoplanets, and small dwarf planets
such as present Pluto, the upper atmosphere is heated and tem-
perature rises and the atmosphere expands. For this scenario to
occur, thermal conduction through the lower boundary must be
less than the net heating. When the atmosphere expands to large
distance, the gravity of the planet at the exobase, the top of the at-
mosphere, becomes weak enough and major atmospheric species
escape more efficiently through either thermal or nonthermal pro-
cesses. When the escape of major atmospheric species is efficient,
the upper atmosphere flows outward and the adiabatic cooling as-
sociated with the expansion of the rapidly escaping atmosphere
becomes a dominant part of the energy budget of planetary at-
mospheres – the hydrodynamic regime or a hydrodynamic plane-
tary atmosphere (Tian et al., 2008a, 2008b). Because the diffusion-
limited theory does not consider energy required to support rapid
escape, it cannot provide us a good estimate on escape rate of ma-
jor atmospheric species.

Note that there is a difference between the above-mentioned
hydrodynamic planetary atmosphere and the traditional hydro-
dynamic escape, or blowoff, in that the hydrodynamic regime is
reached when the outflow is important in the energy budget of
the upper atmosphere, while the blowoff occurs when the heat-
ing of the upper atmosphere is so strong that the kinetic energy of
the upper atmosphere overcomes the gravity of the planet. Thus a
planetary atmosphere in the hydrodynamic regime does not nec-
essarily blow off. In such an atmosphere the gravitational potential
energy is more than the heat content or kinetic energy of the
atmosphere and the atmospheric escape is Jeans-like (evapora-
tion) no matter whether the actual escape process is thermal or
nonthermal. Thus a planetary atmosphere could be experiencing
Jeans-like escape and in the hydrodynamic regime simultaneously
(Tian et al., 2008a). On the other hand, blowoff can be considered
an extreme case of planetary atmospheres in the hydrodynamic
regime and energy consumption in the outflow is the ultimate fac-
tor controlling the mass loss rate.

Linking the hydrogen content of early Earth’s atmosphere with
the nature of close-in super Earths, the key question this paper in-
tends to address is: can the energy requirement in a hydrodynamic
planetary atmosphere limit atmospheric escape?

2. Hydrodynamic planetary upper atmospheres and the
conservation of total escape rate

Here a 1-D upper planetary atmosphere model, validated
against the upper atmosphere of the present Earth, is used to
study the problem. The model details can be found in Tian et al.
(2008a, 2008b). A key feature of the model is that it can automat-
ically adjust its upper boundary so that the exobase, defined as
where the scale height is comparable to the mean free path, can
be found and the adjusted Jeans escape rates of all species can be
calculated. When increasing the level of solar XUV radiation, both
the upper atmosphere temperature and the exobase altitude in-
crease. At 5 times present solar mean XUV level (XUV × 5), the
exobase altitude can reach more than 104 km and the upper at-
mosphere temperature can be near 9000 K (Tian et al., 2008b).

To include other escape processes at the exobase level in ad-
dition to Jeans escape, the Jeans escape effusion velocity at the
exobase is multiplied by 3, 10, and 20 times respectively. The cal-
culated upper atmosphere temperature profiles are shown in Fig. 1.
The peak temperature in the upper atmosphere cools with in-
creasing escape efficiency from 9000 K in the Jeans escape only
case to 8000, 7500, and 7000 K in the 3×, 10×, and 20× more
efficient atmosphere escape cases. Correspondingly the exobase
altitude decreases with increased escape efficiency because of

Fig. 1. Upper atmosphere structures of the Earth under 5 times present XUV radi-
ation level with different escape effusion velocities at the exobase level, which are
where the curves end.

Fig. 2. Total escape rate of major atmosphere species as a function of escape ef-
ficiency from the exobase level. The atmospheres used in these simulations have
composition the same as that of present Earth but are under 5 times present Earth’s
XUV radiation level. If the upper atmosphere structure is not influenced by es-
cape of major atmospheric species and the subsequent outflow, the total escape
rate would have increased linearly with enhanced escape efficiency at the exobase
level as shown by the dashed line. However, when considering the energy consump-
tion of outflow in the upper atmosphere, the upper atmosphere cools and shrinks
(shown in Fig. 1) and the total escape rate remains conserved with enhanced escape
efficiency at the exobase level.

decreased scale height. Note that although the scale height is
inversely proportional to the temperature, the exobase altitude
is not.

The shrinking of the upper atmosphere with increasing escape
efficiency at the exobase level has an interesting consequence on
the total atmospheric escape rate, shown as a solid curve in Fig. 2.
In comparison the dashed line in Fig. 2 shows a linear increase of
total escape with enhanced escape efficiency if the upper atmo-
sphere structure is not influenced by atmospheric escape. When
considering the energy required to support a strong outflow, which
is a consequence of rapid escape of major atmosphere species, the
total escape rate of such species remains almost a constant (a con-
servation of total escape rate) when increasing escape efficiency
from the exobase level. The conservation of total escape rate from
a hydrodynamic planetary atmosphere is a demonstration of the
law of the conservation of energy – changing the escape efficiency
at the exobase level does not change the total amount of energy
heating the upper atmosphere.
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Fig. 3. Heating and cooling terms in a hydrodynamic planetary atmosphere.
The solid curves correspond to the black curve in Fig. 1. The dashed curves corre-
spond to the red curve in Fig. 1. The blue curves are the adiabatic cooling. The red
curves are the net radiative heating. The magenta curves are the thermal conduc-
tion. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

3. Discussion

The heating and cooling terms in the hydrodynamic planetary
atmosphere are shown in Fig. 3. The solid curves correspond to
the black curve in Fig. 1 (Jeans escape only). The dashed curves
correspond to the red curve in Fig. 1 (escape efficiency 10 times
that of Jeans escape). The blue curves represent the adiabatic cool-
ing. The red curves represent the net radiative heating, which in-
cludes absorption of stellar XUV photons, the ionization, excitation,
and dissociation of atmospheric species, and transport of energetic
electrons and the deposition of their energy, heating from chemical
reactions, and radiative cooling (for details see Tian et al., 2008a,
2008b). The magenta curves represent the thermal conduction.

Fig. 3 shows that the adiabatic cooling associated with outflow
is a dominant cooling term in the upper thermosphere and its im-
portance increases with altitude, reflecting the increasing velocity
of the outflow. Although thermal conduction cooling is dominant
near where the net radiative heating peaks, because the net radia-
tive heating is inadequate to match the adiabatic cooling, thermal
conduction becomes an important heating term in the upper ther-
mosphere, contributing to support the outflow. When increasing
the escape efficiency at the exobase level, the outflow is enhanced
in upper thermosphere, which causes the dashed blue curve to in-
crease more rapidly with altitude than the solid blue curve does.
The peak of the net radiative heating moves lower in altitude
because the atmosphere shrinks, which allows more stellar XUV
photons to penetrate to deeper altitudes. Fig. 3 and Fig. 1 show
how a planetary upper atmosphere in the hydrodynamic regime
adjusts its structure and energy distribution when different escape
processes occur at the exobase level. As a result of the law of the
conservation of energy, the total escape rates from the two atmo-
spheres with quite different structures are almost identical.

We further tested the 1-D upper atmosphere model with
greater XUV levels and in all cases the enhancements of atmo-
spheric escape efficiency lead to shrink of the upper atmosphere
and the conservation of total escape rate. For an upper atmosphere
under weak XUV heating, the escape is insignificant and the in-
creased escape efficiency does not lead to a strong outflow or
cooling of the upper atmosphere. Thus the total escape increases
linearly with enhanced escape efficiency. Analysis shows that the
difference between the two cases is whether the cooling caused
by the gas outflow is important in the energy budget of the up-

per atmosphere, which is the division between a hydrostatic and a
hydrodynamic planetary upper atmosphere.

Johnson et al. (2013) pointed out that if the deposition of en-
ergy in the upmost layer of the thermosphere (where the ratio
between the mean free path and the scale height is ! 0.1) is
inefficient, nonthermal escape processes can be ignored. This is
equivalent of saying that the energy deposited in the collision-
dominant part of the atmosphere contributes to the heating of the
atmosphere and not to nonthermal escape processes. Our model
atmospheres include this heating process. From the perspective of
the exobase, the escape is Jeans-like in that the bulk outflow ve-
locity in our model remains subsonic, consistent with the findings
in Johnson et al. (2013). From the perspective of the energy bud-
get of the upper atmosphere, the escape is hydrodynamic because
the outflow cooling dominates the energy budget when the atmo-
sphere is under strong XUV radiation (Tian et al., 2008a). Thus
escape can be Jeans-like and hydrodynamic simultaneously, de-
pending on from which point of view the issue is observed.

García-Muñoz (2007) showed that the model calculated escape
rates from HD209458b are insensitive to the upper boundary con-
ditions but the upper atmospheric structures are. Koskinen et al.
(2013) compared the effects of different boundary conditions on
the escape from hot Jupiters and found that models with similar
escape rates could produce different upper atmospheric structures
depending on the boundary conditions applied. These results are in
good agreement with ours and thus the conservation of total es-
cape rate theory proposed in this paper is also supported by mod-
els with transonic hydrogen outflow from hot Jupiters. In agree-
ment with Koskinen et al. (2013), we emphasize that details of the
escape processes functioning at the exobase level are important for
understanding the upper atmosphere structures and thus are im-
portant to compare with observations.

A recent hybrid fluid/kinetic model for the upper atmosphere of
Pluto (Erwin et al., 2013) shows that Pluto’s exobase altitude and
temperature decreases as a result of increasing escape efficiency at
the exobase level and as a result the total escape rate from Plu-
to’s N2-dominant atmosphere remains near constant. This shows
that the theory of the conservation of total escape rate applies to
hydrodynamic planetary atmosphere with different composition.
Erwin et al. (2013) pointed out that in order to predict the up-
per atmosphere structure, a hybrid fluid/kinetic model is needed
because the enhancement of escape efficiency at the exobase level
does influence the upper atmosphere structure. We emphasize that
if the theory of the conservation of total escape is correct, a fluid
model for the planetary upper atmosphere would be adequate to
understand the atmospheric escape history of a planet.

The conservation of total escape rate from planetary atmo-
spheres in the hydrodynamic regime is demonstrated in 1-D mod-
els for the Earth’s current atmosphere composition under intense
XUV heating, for the current N2-dominant atmosphere of Pluto
(Erwin et al., 2013), and for transonic outflow from hot Jupiters
(García-Muñoz, 2007; Koskinen et al., 2013). Numerical simula-
tions for atmospheres with different composition around planets
with different masses in 3-D models will be needed in future stud-
ies to prove or disprove it. However we speculate that the theory
should apply to planetary atmospheres with different composition
because the law of the conservation of energy is universal and
the escape of hydrogen from such atmospheres under intense stel-
lar/solar XUV heating is always energy-limited.

If the theory is confirmed, one implication is that early Earth’s
atmospheric hydrogen content should be close to those in Tian
et al. (2005a) suggested, provided that those calculations are cor-
rect, and thus hydrogen could have helped early Earth to stay
warm (Wordsworth and Pierrehumbert, 2013). And the calcula-
tions of atmosphere escape during the evolution histories of dif-
ferent planets could be significantly simplified. The theory also

断熱冷却 放射による
正味の加熱

熱伝導

衝突大気から無衝突大気に遷移。
流体近似が成り立たなくなる。



Volkov et	al.	[2011]の
DSMCモデル

全粒⼦(DSMC)モデル

• 膨張しない状態（hydrostatic状態）が続く
• 膨張状態（slow	hydrodynamic	escape）はほとんど起こらない？
• Hydrodynamic	escapeへの切り替えは急激
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Kn0 = 0.001 (circles and triangles) and Kn0 = 0.0003 (squares). Square
and triangles are for a gas composed of HS molecules; circle symbols: for
a diatomic gas composed of VHS molecules with viscosity index equal to 1
and two internal degrees of freedom, described by the Larsen–Borgnakke (LB)
model. Φ0,0 = 4πR2
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kT0/(2πm) is the evaporation rate on R0. Vertical
lines indicate transition regions.

larger as predicted for N2 at Pluto (Hunten & Watson 1982;
McNutt 1989; Krasnopolsky 1999; Strobel 2008a) and Titan
(Strobel 2008b).

In order to further test the fluid models, the heat flux calculated
based on its kinetic definition (Bird 1994) is compared in
Figure 5 to that in the fluid model for λ0 = 10, a value
relevant to Pluto and considered intermediate between cometary
outflow and terrestrial atmospheres. It has been argued that at
such λ0 escape driven by thermal conduction can be continued
into the exobase region (e.g., Strobel 2008b) a viewpoint
criticized (Johnson 2010). It is seen that even a couple of
scale heights below the exobase the heat flux is not well
described by the Fourier law, −κ(T )dT /dr , where κ(T ) is the
thermal conductivity for an HS gas (Chapman & Cowling 1970;
Bird 1994). This law drastically overestimates the energy flux,
consistent with λ0 = 10 being well above the transition region.
Thus, fluid models should be applied well below the exobase
where the effects of translational non-equilibrium are negligible.

Our results can be used to evaluate calculations of loss
rates for the principal atmospheric species. Although H2 escape
from Titan is significant, the large thermally induced loss rate
estimated for the principal species is clearly incorrect, but
plasma-induced escape can be important (Westlake et al. 2011)
as predicted (Johnson et al. 2009). Simulations for trace species
such as H2 at Titan are in progress. For Pluto’s predominantly
nitrogen atmosphere, when all of the heating is assumed to be
below R0 = 1450 km, the “zero heating case” (Q = 0) in Strobel
(2008a) corresponds to λ0 ∼ 23. Therefore, the escape rate is
close to the Jeans rate, giving a loss rate is orders of magnitude
below that estimated (∼5 × 1028 amu s−1). Of more interest
is the loss rate for solar medium heating in Strobel (2008a).
Kn0 = 0.01 occurs at R0 ∼ 3600 km, which is well above the
solar heating maximum and corresponds to λ0 ∼ 10. Using the
results in Figure 4, the loss rate would be ∼7×1027 amu s−1,
indicating that the energy limited value predicted (∼9 ×
1028 amu s−1) is inconsistent with the calculated atmospheric
structure. Therefore, it is clear that modeling in support of the
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New Horizon mission to Pluto will require a kinetic description
of escape. Since the lower boundary occurs at a very small
Knudsen number, a kinetic model of escape can be iteratively
coupled to a fluid description of the lower atmosphere (Tucker
et al. 2011). In a study of the EUV heating of Earth’s early
atmosphere, Tian et al. (2008) found the onset of hydrodynamic
escape of oxygen, and the resulting adiabatic cooling of the
thermosphere, occurs at an exobase having a value of λ ∼ 5.3.
Since this is well above the heating peak and corresponds to a
Kn0 ∼ 0.2, the inferred onset is in disagreement with the results
presented here. As they used a modified Jeans rate, their escape
rate is only a factor of ∼4 too big. What is more important is the
difference in the atmospheric structure near the exobase, which
is dominated by non-equilibrium effects. Therefore, the fluid
calculations of atmospheric escape from solar system bodies
and exoplanets should be tested against kinetic simulations.
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HS	:	Hard	Sphere原⼦モデル
VHS	:	Variable	Hard	Sphere分
⼦モデル

膨張しない場
合の解析解

DSMCモデル



Volkov et	al.	[2011]の
DSMCモデル

全粒⼦(DSMC)モデル

ただし、Volkovモデルは、
• 加熱は下端のみ
• 放射冷却や光化学反応は考慮せず
→ これらを考慮したDSMCモデルが必要 [K.	Terada	et	al.,	2016]
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larger as predicted for N2 at Pluto (Hunten & Watson 1982;
McNutt 1989; Krasnopolsky 1999; Strobel 2008a) and Titan
(Strobel 2008b).

In order to further test the fluid models, the heat flux calculated
based on its kinetic definition (Bird 1994) is compared in
Figure 5 to that in the fluid model for λ0 = 10, a value
relevant to Pluto and considered intermediate between cometary
outflow and terrestrial atmospheres. It has been argued that at
such λ0 escape driven by thermal conduction can be continued
into the exobase region (e.g., Strobel 2008b) a viewpoint
criticized (Johnson 2010). It is seen that even a couple of
scale heights below the exobase the heat flux is not well
described by the Fourier law, −κ(T )dT /dr , where κ(T ) is the
thermal conductivity for an HS gas (Chapman & Cowling 1970;
Bird 1994). This law drastically overestimates the energy flux,
consistent with λ0 = 10 being well above the transition region.
Thus, fluid models should be applied well below the exobase
where the effects of translational non-equilibrium are negligible.

Our results can be used to evaluate calculations of loss
rates for the principal atmospheric species. Although H2 escape
from Titan is significant, the large thermally induced loss rate
estimated for the principal species is clearly incorrect, but
plasma-induced escape can be important (Westlake et al. 2011)
as predicted (Johnson et al. 2009). Simulations for trace species
such as H2 at Titan are in progress. For Pluto’s predominantly
nitrogen atmosphere, when all of the heating is assumed to be
below R0 = 1450 km, the “zero heating case” (Q = 0) in Strobel
(2008a) corresponds to λ0 ∼ 23. Therefore, the escape rate is
close to the Jeans rate, giving a loss rate is orders of magnitude
below that estimated (∼5 × 1028 amu s−1). Of more interest
is the loss rate for solar medium heating in Strobel (2008a).
Kn0 = 0.01 occurs at R0 ∼ 3600 km, which is well above the
solar heating maximum and corresponds to λ0 ∼ 10. Using the
results in Figure 4, the loss rate would be ∼7×1027 amu s−1,
indicating that the energy limited value predicted (∼9 ×
1028 amu s−1) is inconsistent with the calculated atmospheric
structure. Therefore, it is clear that modeling in support of the
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New Horizon mission to Pluto will require a kinetic description
of escape. Since the lower boundary occurs at a very small
Knudsen number, a kinetic model of escape can be iteratively
coupled to a fluid description of the lower atmosphere (Tucker
et al. 2011). In a study of the EUV heating of Earth’s early
atmosphere, Tian et al. (2008) found the onset of hydrodynamic
escape of oxygen, and the resulting adiabatic cooling of the
thermosphere, occurs at an exobase having a value of λ ∼ 5.3.
Since this is well above the heating peak and corresponds to a
Kn0 ∼ 0.2, the inferred onset is in disagreement with the results
presented here. As they used a modified Jeans rate, their escape
rate is only a factor of ∼4 too big. What is more important is the
difference in the atmospheric structure near the exobase, which
is dominated by non-equilibrium effects. Therefore, the fluid
calculations of atmospheric escape from solar system bodies
and exoplanets should be tested against kinetic simulations.

4

25

HS	:	Hard	Sphere原⼦モデル
VHS	:	Variable	Hard	Sphere分
⼦モデル

膨張しない場
合の解析解

DSMCモデル



熱圏・外圏DSMCモデル
の開発 [K.	Terada	et	al.,	2016]
と、衛星観測との⽐較
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transition	flow

free	molecular	flow

slip	flow

continuum	flow

exosphere

thermosphere

Knudsen	number
mean	free	path scale	height⁄

Boltzmann	equation

n :	number	density,	f :	velocity	distribution	function,	c :	
molecular	velocity,	cr :	relative	molecular	speed,	F :	
external	force	per	unit	mass,	subscript	*	:	post-collision	
values,	f and	f1 :	distribution	functions	of	two	different	
types	of	molecules	of	class	c and	c1,	respectively,	σ :	
collision	cross-section,	t :	time,	r :	physical	space,	Ω :	
solid	angle

1
12

𝑛𝑓 + 𝑐 1
17

𝑛𝑓 + 𝐹 1
19

𝑛𝑓

= ; ; 𝑛< 𝑓 ∗ 𝑓> ∗ −𝑓𝑓> 𝑐7𝜎𝑑Ω𝑑𝑐>
CD

E

F

GF

continuum	flow
n Energy	of	molecules	
are	distributed	
according	to	
Maxwell	
distribution	

Navier-Stokes	equations
• The	first	order	moment	of	f
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Full-particle	DSMC	simulations



• A	thermosphere-exosphere	
DSMC	model [K.	Terada	et	al.,	2016]

• A	full-particle	code
• 2-D	version	is	used	in	this	study

• Grid	spacing
• Δx =	10m ~	1km
• Δz =	10m ~	10km
• (lmfp =	10m	~	10km)

• No.	of	particles	in	a	cell
• >~100	particles/cell
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Full-particle	DSMC	simulations



numerical	integration	scheme
Verlet algorithm

interval	of	time
Δt = 3 × 10-18 ~ 1 × 10-17 s

cutoff	point

deflection	angle

diffusion	cross	section

viscosity	cross	section
29

-5

 0

 5

 10

-10 -5  0  5  10  15

[A
ng

str
om

]

[Angstrom]

σOO

Calculated	orbit	of	O	interacting	with	O	
(collision	energy	=	0.03	eV)

target	particle x

y

€ 

F ≤1.0 ×10−19  N

€ 

χ = cos−1 vx − vxGC( )2 vx − vxGC( )2 + vy − vyGC( )2$ 

% 
& 

' 

( 
) 

€ 

σM ≡ 2π 1− cosχ( )bdb
0

∞

∫ ≈ 2π 1− cosχ( )bΔb
b=0

15×10−10

∑

€ 

σµ ≡ 2π 1− cos2 χ( )bdb0

∞

∫ ≈ 2π 1− cos2 χ( )bΔb
b=0

15×10−10

∑ Δb = 1.0 × 10-13 m

vx, vxGC, vy, vyGC :	
value	at	cutoff	point

MD	simulation



30

Variable	sphere	model	[Matsumoto,	2002]

€ 

σM = 2π 1− cosχ( )bdb
χ =0

χ =∞

∫ = 1− cosχ0( )πd2

σµ = 2π 1− cos2 χ( )bdb
χ =0

χ =∞

∫ = 1− cos2 χ0( )πd2€ 

χ =
χ0     b ≤ d( )
0      b > d( )
⎧ 
⎨ 
⎩ 

DSMC	collision	model

€ 

χ0 :  scattering angle
b  :  impact parameter

This	collision	model	is	simple	and	efficient,	are	both	diffusion	and	viscosity	
cross-sections	are	consistent	with	those	of	the	intermolecular	potential.

For	intermolecular	potential (Lennard-Jones(6-12)	&	Universal	potentials),		
solar	EUV	heating,	CO2 15	μm radiative	cooling,	etc.,	
see	K.	Terada	et	al.	[2016].



加熱過程と冷却過程

31

Heating mechanism
dissociative recombination of O2+

other minor heating sources are included using a 
macroscopic heating efficiency

Cooling mechanism
molecular conduction
CO2 15-μm cooling [Gordiets et al., 1982]

DEGREES	PER	DAY	[K/day]
[Bougher et al., 1988]

Heat budget of the Martian atmosphere

[Fox et al., 2008]

Heating rates in the Venus 
thermosphere



Full-particle	DSMC	simulations
(molecular	diffusion	and	radiative	damping	included)

32

Quasi-steady	state	solution	of	our	DSMC	model	agrees	
well	with	MAVEN	observations.	

density	[m-3]

MAVEN	obs.
[Mahaffy et	al.,	2015]

H

O

N2 CO2



An	example	of	thermospheric	perturbations
(MAVEN/NGIMS	in-situ	obs.)

33

~exobase

• Large-amplitude	(~50%)	and	small-scale	(λh~200	km)	perturbations	exist	
even	above	the	exobase

• Why	do	they	exist	in	the	collisionless exosphere ?
• Any	perturbations	should	be	quickly	dissipated	due	to	molecular	diffusion

[Terada	et	al.,	2017]

⽬標は、この無
衝突領域での⼤
振幅擾乱を説明

すること



One-year	observations	of	exospheric	
(above	the	exobase)	perturbations

• Wave	amplitudes	in	the	Martian	exosphere (>	~200	km	alt.)	are	
~10-20	%	on	average,	and	sometimes	>	50	%

• Higher	amplitudes	on	nightside
34

R	=	0.7,	if	daily-averaged	amplitudes	are	used.



Comparison	among	Earth,	Venus,	and	Mars
• Around	the	exobases.
• Similar	analysis	methods	
are	used.

• Earth	low	lat.	~		1%
• (Earth	high	lat.	~	3-8%)
[Bruinsma and	Forbes,	2008]

• Venus	~	5-10%
[Kasprzak et	al.,	1988]

• Mars	~	10-20%
[Terada	et	al.,	2017]
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Fig. 6. The probability of finding a certain size rms deviation as a function of local solar time for He, N, O, N 2, and 
CO:. The circles represent the hourly average rms deviation. The lines connect points for each hour representing, 
respectively (from top to bottom), the values of the rms deviation corresponding to 100%, 90%, 75%, 50%, and 25% of 
the maximum value observed for that interval. The boxes represent the inherent noise level subtracted from the data. 

are slightly higher than the 50'70 contour. The boxes represent 
the noise level subtracted from the data. For He this is a 

substantial part of the signal and the average values for all 
local times are within one standard deviation of zero. This 
reflects the marginal nature of the helium measurements. A 
gross look at Figure 6 shows an enhancement of the activity 
for N, O, N 2 and CO 2 during nighttime when compared to 
daytime with larger values of the activity occurring in the 
vicinity of the predawn and postdusk terminators. For CO 2 
there is a pronounced minimum near 2 hours local solar time. 
The very large maximum perturbation values in the plots at 
the 100% level correspond to features such as the large nega- 
tive deviations observed in orbits 349, 473, and 493. Near 
noon there is an increase in the spread of the rms values for 
N 2 and CO 2 when compared to O and N which is due to the 
increase in the rms deviation with altitude for the species as 
observed in Figure 5a. The day and night data of Figure 6 
come from different altitude regimes. As can be observed from 
Figure 5b the nightside data are confined to altitudes below 
about 170 or 180 km, while the dayside data of Figure 5a 
extend upward to 220 or 230 km for all species except helium. 
The lower altitude limit is about 150 km during daytime and 
almost 140 km at nighttime. There is also a corresponding 
difference in latitude coverage between day and night. 

The average rms deviation over all altitudes for 9 to 15 

hours local solar time is about 1.6% for He, 1.4% for N, 1.4% 
for O, 3.6% for N2, and 5.2% for CO 2, while the average rms 
deviation for 21 to 3 hours local solar time is, respectively, 
3%, 6.2%, 5.1%, 9.6%, and 10%. This disregards any differ- 
ence in altitude coverage between day and night. The ampli- 
tude ratios of N2, O, N, and He relative to CO 2 for daytime 
are 0.69, 0.27, 0.27 and 0.31, while for night they are 0.96, 0.51, 
0.62 and 0.30, respectively. The amplitudes are comparable in 
magnitude, with CO 2 having the largest amplitude. Below 160 
km, where there is a common altitude coverage, the ratio of 
nighttime to daytime rms activity is approximately a factor of 
3 in CO 2, with the nighttime rms value being about 12%. 

The linear correlation coefficient over a 50-s interval was 

computed for each species relative to atomic oxygen. The 
center of the interval was moved every 25 s. For the four time 
intervals 5 to 7, 11 to 13, 17 to 19, and 23 to 1 hours local 
solar time the median values of the correlation coefficients 

have values greater than +0.5 for CO 2, N2, and N. The distri- 
bution is skewed in the sense that the average values are 
below the median values. For helium the median values are 

positive and less than +0.2. The results are consistent with 
helium varying out of phase with the heavier species. The 
largest median values occur for atomic nitrogen which also 
has the smallest spread for the coefficient values at the various 
local times. Apparently, the close proximity of O and N in 
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Fig. 6. The probability of finding a certain size rms deviation as a function of local solar time for He, N, O, N 2, and 
CO:. The circles represent the hourly average rms deviation. The lines connect points for each hour representing, 
respectively (from top to bottom), the values of the rms deviation corresponding to 100%, 90%, 75%, 50%, and 25% of 
the maximum value observed for that interval. The boxes represent the inherent noise level subtracted from the data. 

are slightly higher than the 50'70 contour. The boxes represent 
the noise level subtracted from the data. For He this is a 

substantial part of the signal and the average values for all 
local times are within one standard deviation of zero. This 
reflects the marginal nature of the helium measurements. A 
gross look at Figure 6 shows an enhancement of the activity 
for N, O, N 2 and CO 2 during nighttime when compared to 
daytime with larger values of the activity occurring in the 
vicinity of the predawn and postdusk terminators. For CO 2 
there is a pronounced minimum near 2 hours local solar time. 
The very large maximum perturbation values in the plots at 
the 100% level correspond to features such as the large nega- 
tive deviations observed in orbits 349, 473, and 493. Near 
noon there is an increase in the spread of the rms values for 
N 2 and CO 2 when compared to O and N which is due to the 
increase in the rms deviation with altitude for the species as 
observed in Figure 5a. The day and night data of Figure 6 
come from different altitude regimes. As can be observed from 
Figure 5b the nightside data are confined to altitudes below 
about 170 or 180 km, while the dayside data of Figure 5a 
extend upward to 220 or 230 km for all species except helium. 
The lower altitude limit is about 150 km during daytime and 
almost 140 km at nighttime. There is also a corresponding 
difference in latitude coverage between day and night. 

The average rms deviation over all altitudes for 9 to 15 

hours local solar time is about 1.6% for He, 1.4% for N, 1.4% 
for O, 3.6% for N2, and 5.2% for CO 2, while the average rms 
deviation for 21 to 3 hours local solar time is, respectively, 
3%, 6.2%, 5.1%, 9.6%, and 10%. This disregards any differ- 
ence in altitude coverage between day and night. The ampli- 
tude ratios of N2, O, N, and He relative to CO 2 for daytime 
are 0.69, 0.27, 0.27 and 0.31, while for night they are 0.96, 0.51, 
0.62 and 0.30, respectively. The amplitudes are comparable in 
magnitude, with CO 2 having the largest amplitude. Below 160 
km, where there is a common altitude coverage, the ratio of 
nighttime to daytime rms activity is approximately a factor of 
3 in CO 2, with the nighttime rms value being about 12%. 

The linear correlation coefficient over a 50-s interval was 

computed for each species relative to atomic oxygen. The 
center of the interval was moved every 25 s. For the four time 
intervals 5 to 7, 11 to 13, 17 to 19, and 23 to 1 hours local 
solar time the median values of the correlation coefficients 

have values greater than +0.5 for CO 2, N2, and N. The distri- 
bution is skewed in the sense that the average values are 
below the median values. For helium the median values are 

positive and less than +0.2. The results are consistent with 
helium varying out of phase with the heavier species. The 
largest median values occur for atomic nitrogen which also 
has the smallest spread for the coefficient values at the various 
local times. Apparently, the close proximity of O and N in 
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Fig. 6. The probability of finding a certain size rms deviation as a function of local solar time for He, N, O, N 2, and 
CO:. The circles represent the hourly average rms deviation. The lines connect points for each hour representing, 
respectively (from top to bottom), the values of the rms deviation corresponding to 100%, 90%, 75%, 50%, and 25% of 
the maximum value observed for that interval. The boxes represent the inherent noise level subtracted from the data. 

are slightly higher than the 50'70 contour. The boxes represent 
the noise level subtracted from the data. For He this is a 

substantial part of the signal and the average values for all 
local times are within one standard deviation of zero. This 
reflects the marginal nature of the helium measurements. A 
gross look at Figure 6 shows an enhancement of the activity 
for N, O, N 2 and CO 2 during nighttime when compared to 
daytime with larger values of the activity occurring in the 
vicinity of the predawn and postdusk terminators. For CO 2 
there is a pronounced minimum near 2 hours local solar time. 
The very large maximum perturbation values in the plots at 
the 100% level correspond to features such as the large nega- 
tive deviations observed in orbits 349, 473, and 493. Near 
noon there is an increase in the spread of the rms values for 
N 2 and CO 2 when compared to O and N which is due to the 
increase in the rms deviation with altitude for the species as 
observed in Figure 5a. The day and night data of Figure 6 
come from different altitude regimes. As can be observed from 
Figure 5b the nightside data are confined to altitudes below 
about 170 or 180 km, while the dayside data of Figure 5a 
extend upward to 220 or 230 km for all species except helium. 
The lower altitude limit is about 150 km during daytime and 
almost 140 km at nighttime. There is also a corresponding 
difference in latitude coverage between day and night. 

The average rms deviation over all altitudes for 9 to 15 

hours local solar time is about 1.6% for He, 1.4% for N, 1.4% 
for O, 3.6% for N2, and 5.2% for CO 2, while the average rms 
deviation for 21 to 3 hours local solar time is, respectively, 
3%, 6.2%, 5.1%, 9.6%, and 10%. This disregards any differ- 
ence in altitude coverage between day and night. The ampli- 
tude ratios of N2, O, N, and He relative to CO 2 for daytime 
are 0.69, 0.27, 0.27 and 0.31, while for night they are 0.96, 0.51, 
0.62 and 0.30, respectively. The amplitudes are comparable in 
magnitude, with CO 2 having the largest amplitude. Below 160 
km, where there is a common altitude coverage, the ratio of 
nighttime to daytime rms activity is approximately a factor of 
3 in CO 2, with the nighttime rms value being about 12%. 

The linear correlation coefficient over a 50-s interval was 

computed for each species relative to atomic oxygen. The 
center of the interval was moved every 25 s. For the four time 
intervals 5 to 7, 11 to 13, 17 to 19, and 23 to 1 hours local 
solar time the median values of the correlation coefficients 

have values greater than +0.5 for CO 2, N2, and N. The distri- 
bution is skewed in the sense that the average values are 
below the median values. For helium the median values are 

positive and less than +0.2. The results are consistent with 
helium varying out of phase with the heavier species. The 
largest median values occur for atomic nitrogen which also 
has the smallest spread for the coefficient values at the various 
local times. Apparently, the close proximity of O and N in 

for high geomagnetic activity at solar minimum. In com-
parison with the results for 100 < F10.7 < 225 (left column of
plots in Figure 3; note the differences in color scale), there
are a few notable differences. First, the RMS relative
amplitudes at the highest latitudes are 30--50% larger
during solar minimum. Second, the diurnal variation of
RMS relative amplitudes is significantly greater during
solar minimum while the daytime amplitudes are roughly
comparable; in other words, equatorward penetration is
significantly greater at night, increasingly so for the longer
wavelengths. If ion drag is a factor that is damping
meridionally propagating waves, then the lower plasma

densities during solar minimum could account for this
effect; however, this would not explain the differences
between daytime and nighttime. Again, the background
densities must be considered in placing these solar min-
imum results into context. Since the mean density mea-
sured by CHAMP is roughly 1.25--2.50 ! 10"15 g cm"3 for
F10.7 < 100 but of order 2.5--7.5 ! 10"15 g cm"3 for 100 <
F10.7 < 225, the absolute RMS residuals at solar minimum
must be divided by a factor of 2 -- 3 in order to be
compared to the RMS residuals at higher levels of solar
activity in absolute terms. Still, the relative degree of

Figure 3. The RMS of the relative density variations, averaged in 9! latitude and 1 h local time
bins are plotted versus latitude and local time for the three horizontal scales of (top) 160--600,
(middle) 160--1400, and (bottom) 160--2400 km, and for (left) quiet (Kp < 3) and (right) active (4.5 <
Kp < 9) geomagnetic conditions. The range of F10.7 for all of these data is 100--225. Geographic
latitude and local time are utilized, as this coordinate system is more pertinent than magnetic
coordinates for orbit computation and mission analysis applications.
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Earth,	CHAMP	obs.	at	370-450	km	altitudes
[Bruinsma and	Forbes,	2008]

Venus,	PVO	obs.	around	the	exobase
[Kasprzak et	al.,	1988] Mars,	MAVEN	obs.	around	the	exobase

[Terada	et	al.,	2017]

TADs	at	
high	lat.



• To	understand	excitation,	propagation,	and	dissipation	processes	of	
thermospheric-exospheric	perturbations,	a	full-particle	DSMC	(Direct	
Simulation	Monte-Carlo)	model	is	utilized	
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Full-particle	DSMC	simulations
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Full-particle	DSMC	simulations
(molecular	diffusion	and	radiative	damping	included)
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λz=200	km	or	more	is	required	to	explain	exospheric	(>200	
km	alt.)	perturbations	observed	by	MAVEN.	

GWs	with	λz=30	km																																											 GWs	with	λz=215	km

Exobase

Exobase

Ballistic	motions	
above	exobase



• Amplitude	growth	of	GW (cf.	Imamura	and	Ogawa	[1995]):

• GW	with	a	large	λz (with	a	faster	group	velocity)	has	a	higher	
amplitude	at	a	higher	altitude
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• Amplitude	growth	of	GW (cf.	Imamura	and	Ogawa	[1995]):

• GW	with	a	large	λz (with	a	faster	group	velocity)	has	a	higher	
amplitude	at	a	higher	altitude

• Why	larger	amplitude	at	Mars	than	Venus	and	Earth	?
• Difference	in	damping

• Radiative	cooling	(CO2 15	μm)	is	stronger	at	Venus	(higher	O/CO2 ratio)
• Damping	due	to	ion	drag	is	stronger	at	Earth

• Difference	in	forcing	(?)
• Mars	winter	jet	wind	speeds	would	be	much	faster	than	Earth’s	[Fritts et	
al.,	2006]
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DSMC	simulation	(λz=215	km)

Calculated	amplitude	ratio	of	CO2 to	N2 perturbations	
qualitatively	agrees	with	MAVEN	observations.

MAVEN	observation
[England	et	al.,	2016]
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Full-particle	DSMC	simulations
(molecular	diffusion	and	radiative	damping	included)



How	such	a	long	λz (λz>200	km) wave	excited	?
A	gap	between	lower	and	upper	thermospheres
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MGS	observation	in	
lower	thermosphere	
[Creasey et	al.,	2006]

MAVEN	observation	in	
upper	thermosphere	

>150	km	alt.	[This	study]

Secondary	waves	may	
be excited	by	dissipation	

of	GWs	?
Gap	?

Dayside
1500	LT
~60°S
35	orbits

Nightside
0200	LT
~60°S
30	orbits

Day-night	variation	
is	opposite

1659	orbits



Excitation	of	secondary	GWs ??

• ローカライズした波が必要？
42



Effects	from	above
• Precipitating	ions	

• Pickup	O+ ions	at	Mars	(and	
Venus)

• They	may	produce	larger	
amplitude	waves	at	higher	
latitudes	[e.g.,	Fang	et	al.,	2013]

• Total	precipitating	O+ energy	is	
~0.1-1	Giga	Watt at	Mars

• (cf.	in	the	polar	region	of	Earth,	
Joule	heating	and	particle	
precipitation	~100	Giga	Watt	
[Knipp et	al.,	2004])
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Table 1. Upstream Solar Wind Conditions Used for the Perturba-
tion Cases

Perturbation Solar Wind Solar Wind Interplanetary
Cases Density (cm–3) Speed (km/s) Magnetic Field (nT)

quiet 4 400 3 (Parker spiral, 56°)
active 4 1200 3 (By only)
extreme 20 1000 20 (By only)

[1994], where it is seen that, at low energies, the aver-
age penetration varies nearly linearly with E until at very
low energies incident atoms rattle around and lose their
energy in a narrow layer of gas at about the exobase alti-
tude. Along the penetration depth, the input energy is lost
mostly to neutral heating [Luhmann and Kozyra, 1991]. The
heating rate (in units of keV/cm3/s) is q(z) ! !(z)"E/M,
where ! is the atmospheric mass density in amu/cm3 and
"E is the incident energy flux in keV/cm2/s. This estimate
of the O+ induced heating is then incorporated into the 3-D
Mars Thermospheric General Circulation Model (MTGCM)
[e.g., Bougher et al., 2006, 2009] to investigate the global
effects. The MTGCM solves densities for the major neutral
species (CO2, CO, N2, and O) and several photochemically
produced ions (O+

2, CO+
2, O+, and NO+ below 200 km alti-

tude) as well as neutral winds. In this study, O+ heating is
calculated at each MTGCM time step, assuming that the
pickup ion precipitation patterns are held fixed both in space
(with respect to local time) and over the time period of the
integration (about 10 Martian days).

[7] In order to test the importance of precipitating pickup
O+ to the upper atmosphere, we carried out calculations for
one baseline case and three perturbation cases. The base-
line simulation is a regular MTGCM case with particle
impact neglected and under the conditions appropriate for

nominal solar maximum (F10.7 = 200 at Equinox). The per-
turbation cases are identical to the baseline case with the
same solar EUV input, except that the heating by precipitat-
ing pickup O+ under different solar wind plasma conditions
(summarized in Table 1) is added into the MTGCM. We
use the terms “quiet”, “active”, and “extreme” to describe
the three activity levels of impinging solar wind condi-
tions. The MHD field and plasma solutions for the quiet and
extreme cases have been discussed by Ma et al. [2004] and
Ma and Nagy [2007], respectively. While extreme events
are not a regular phenomenon, they occur several times per
solar cycle in the current epoch. For example, an extremely
intense coronal mass ejection (much stronger than what we
examined in this paper) was recently observed at 1 AU on
23 July 2012, having a speed of >1500 km/s and a magnetic
field strength of > 80 nT [e.g., Dryer et al., 2012].

[8] We chose the upstream convection electric fields to
have the same direction (i.e., toward the north), so that
the MSO (Mars-Solar-Orbital) and MSE (Mars-Sun-Electric
field) coordinate systems overlap. Moreover, the strongest
crustal fields face the Sun with a subsolar longitude of
180°W in all cases, excluding complications arising from
the crustal fields at different local times as demonstrated by
Fang et al. [2010b] and Li et al. [2011]. Although our model
results apply to this specific geometrical arrangement of Sun,
Martian crustal fields, and interplanetary field, the results are
expected to represent general trends.

3. Model Results
[9] Figure 1 shows the MCPIT model calculated energy

flux distributions of reentering pickup O+ at 300 km alti-
tude for the three perturbation cases. As the external plasma

Figure 1. Reentering O+ energy flux distributions in the (top) northern and (bottom) southern hemispheres. The columns
from left to right give the results in the quiet, active, and extreme cases, respectively.

2

Estimate	of	precipitating	O+

energy	flux	[Fang	et	al.,	2013]



44

Altitude
915	km

130	km CO2

N2

H

O
Ghost	
grids

Reflect	
boundary

O+ ions	precipitate	
from	upper	boundary

Effect	from	above

Free	
boundary

Energy	spectrum
of	precipitating	O+ ions	
Impacting	for	only	first	3 minutes

About	3-4	orders	larger	flux	
than	Chaufray et	al.	[2007]	
and	Leblanc	et	al.	[2015]

108

109

1010

1011

1012

1013

1014

1015

 1  10  100  1000  10000

Fl
ux

 [m
-2

 s
-1

 e
V-1

]
Energy [eV]

Full-particle	DSMC	simulations
(effect	of	precipitating	O+ ions)



45

Full-particle	DSMC	simulations
(effect	of	precipitating	O+ ions)

Precipitating	O+ ions Density	perturbations	in	the	Martian	
thermosphere-exosphere

Exobase	for	CO2

Exobase	for	N2
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Full-particle	DSMC	simulations
(effect	of	precipitating	O+ ions)

Amplitude	ratio	of	CO2 to	N2 may	be	opposite	to	MAVEN	observations.	
Even	more,	a	very	large	precipitating	flux	of	O+ ions	is	required.

N2 amplitude	is	
larger	than	CO2
away	from	the	
source	region

Source	region



Conclusions
• The	average	amplitudes	of	small-scale	perturbations	around	exobase	are	~10-
20%	at	Mars,	~5-10%	at	Venus,	and	~1%	at	low	latitude	region	of	Earth	(~3-8%	
at	high	latitude	region	of	Earth).

• DSMC	simulations	suggest	that	perturbations	around	Mars	exobase	are	
produced	by GWs	with	a	very	long	λz (λz >200	km).

• However,	excitation	mechanism	of	such	a	long	λz mode,	and	a	gap	between	the	
lower	and	upper	thermospheres (opposite	day-night	variations)	are	still	to	be	
explained.

• In	the	polar	region	of	Earth’s	thermosphere,	solar	wind	forcing	(Joule	heating	
and	particle	precipitation,	~100	Giga	Watt)	sometimes	generates	large-
amplitude	perturbations.

• However,	in	the	Martian	(and	probably	Venusian)	thermosphere,	solar	wind	
forcing	(~0.1-1	Giga	Watt)	seems	to	be	less	important.
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