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• Dust-Magnetosphere interactions
• dust charging

• plasma sputtering erosion

• dusty / dust-laden plasma

• Dust dynamics
• E ring

• Nanodust stream particles

• In situ dust measurements as a remote sensing tool to 
study the Saturnian system
• Source of stream particles

• Composition mapping of Saturn’s main rings
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[29] Figure 7 shows the variation of the perpendicular and
parallel temperatures of W+ with respect to radial distance.
At low R, W+ is clearly anisotropic with T?/Tk ratios of
!3–8. As R increases the ions become more nearly
isotropic, with Tk increasing faster than T?.
[30] Around the orbital distance of Dione, T? and Tk for

W+ show local minima in both trajectory segments covering

this region, yet a significant difference in anisotropy
between those two passes is observed. These two passes
traverse extremely similar local time versus R trajectories,
as evidenced in Figure 1, so it is not clear why they are so
different. Perhaps this is an indication of temporal variations
within the magnetosphere. Nonetheless, all the derived
anisotropy values are essentially in the same range, within
error, as Richardson and Sittler [1990] previously found
with Voyager data (their Figure 7).
[31] Figure 8 is the equivalent temperature plot for H+,

again with a local minima in value around the orbital
distance of Dione. The temperature anisotropies (T?/Tk,
Figure 8, bottom) show a scatter without an obvious trend,
with a mean value of 2.17 ± 0.42.
[32] These derived temperatures for both W+ and H+ are

in reasonable agreement with earlier work by Sittler et al.
[2006], who had examined SOI data utilizing numerical
moments techniques and assumed isotropic distributions, all
important distinctions from the forward modeled anisotropic
distributions from the equator presented here. They were
able to fit straight lines to their isotropic temperatures for
the region 3.5 to 10 dipole L, represented in Figures 7 and
8 as thin gray lines, of the form TH = 2.2*(L/4)2.5 and TW =
35.0*(L/4)2.0. For the forward modeled results a straight-
line fit is insufficient to represent the tick shaped profile
with a minimum near Dione’s orbit. The total ion density
profile during SOI of Sittler et al. [2006] (their Figure 14) is
of a similar shape to those presented in Figure 6 here but
around a factor of !2 lower, likely due to using SOI data
which is not on the equator.
[33] Sittler et al. [2008] assumed the anisotropies (T?/Tk)

of W+ and H+ were independent of L, and assigned them
values of 5 and 2, respectively, the H+ anisotropy being in

Figure 5. Line plots comparing measured and simulated
spectra for one individual IMS sweep, indicated by line C in
Figure 3. The thick lines are measured data, while the thin
lines are the simulated data. Anodes 2, 4, and 6 are shown
and represented by the colors red, green, and blue,
respectively.

Figure 6. (bottom) Total ion density (the sum of both species) versus radial distance for the moments
calculated in this study. The colors of the data points correspond to the orbits shown in Figure 1. For
comparison, the thick red line is the electron density modeled by Persoon et al. [2006], while the thin
black line is the density fit given by Table 1 in this paper for the sum of both species. (top) The ratio of
W+ to H+ number densities, with the thin line being the ratio found from the density fits for W+ and H+

given in Table 1.
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Figure 1. The near coincidence of the two density profiles
indicates very good agreement between the two techniques.
When the fUH line is strong and well-defined, the overall
accuracy for computing the electron density using the
passive technique is Dne/ne ! 13%. This accuracy degrades
in regions where the signal to noise ratio is poor, i.e., less
than 3 dB. Since the active sounder measurements generally
have much poorer time resolution (2 consecutive measure-
ments every 10 minutes) than the passive spectrum measure-
ments (every 8 seconds), only the passive measurements
have been used in this study.
[7] The density profile in the top panel of Figure 1 shows

a high degree of symmetry for the inbound and outbound
portions of the orbit, reaching maximum densities at 5 RS

and decreasing smoothly with increasing radial distance
beyond 5 RS. Inside 5 RS, the densities increase with
increasing radial distance, indicating a change in the plasma
characteristics in this region. Since the object of this study is
to determine the large scale electron density profile in
Saturn’s magnetosphere, brief density depletions of a half-
order of magnitude or more have been excluded from this
study. Such short term density perturbations, believed to be
due to flux tube interchange motions [André et al., 2005;
Burch et al., 2005; Hill et al., 2005], are seldom observed
inside 6 RS and occur only a small fraction of the time
(<1%) beyond 6 RS.

3. A Simple Density Model

[8] Figure 2 shows superposed plots of the electron
density as a function of radial distance for five equatorial
orbits: December 14–15, 2004 (Orbit B); January 15–16,
2005 (Orbit C); February 16–17, 2005 (Orbit 3); March 8–
9, 2005 (Orbit 4); and March 29–30, 2005 (Orbit 5). Since
the focus of this study is the radial dependence of Saturn’s
density profile and not latitudinal variations, we have

selected these five orbits because Cassini remained within
±0.4 RS of the equatorial plane inside 9 RS. In the region
beyond 5 RS, the density profiles show a consistent repeat-
able radial dependence, decreasing with increasing radial
distance. The scatter among the various measurements in
this region is remarkably small, less than a factor of two.
This is in sharp contrast to the region inside 5 RS, where the
density profiles show large variations from orbit to orbit.
[9] The repeatability of the electron density profiles

beyond 5 RS are strongly suggestive of a nearly steady-
state process. For a large rapidly rotating magnetized planet
like Saturn, it has long been recognized that centrifugal
forces play a dominant role in the dynamics of the magne-
tospheric plasma [Gledhill, 1967]. The dominance of the
centrifugal force causes the co-rotating plasma to be con-
centrated along those parts of the magnetic field lines that
are farthest from the rotational axis. For Saturn, which has
its magnetic axis almost exactly aligned with its rotational
axis, this means that plasma tends to accumulate near the
magnetic equatorial plane.
[10] If plasma is injected at a steady rate in the inner

region of the magnetosphere, then an outward radial trans-
port of plasma must occur if the system is to achieve a
steady state. This transport is widely believed to occur via
an interchange instability in which plasma is exchanged
between adjacent magnetic flux tubes, leading to a net flow
of plasma outward from the planet. The orbit-to-orbit
repeatability of the electron density profiles in Figure 2
strongly suggests that the plasma has reached a steady-state
equilibrium beyond 5 RS.
[11] For a steady-state expansion, conservation of mag-

netic flux during the interchange process requires that BA =
constant, where B is the magnetic field strength and A is the
cross-sectional area of a flux tube. Since the magnetic field
strength varies as R"3, then the cross-sectional area of the
flux tube must vary as R3. In Saturn’s magnetosphere, the
plasma is concentrated near the magnetic equatorial plane in
a disk of thickness 2H, where H is the plasma scale height.
The average number density in the disk (in cm"3) is given
by

n0 ¼ N=A 2Hð Þ; ð2Þ

where N is the total number of particles in the flux tube.
Early Cassini measurements of the electron density by

Figure 1. The frequency-time spectrogram in the lower
panel shows the electric field intensities detected by the
Cassini RPWS during the pass through Saturn’s inner
magnetosphere on March 8–10, 2005. The narrowband
emission marked fUH is at the upper hybrid resonance
frequency. The white line marked fc is the electron cyclotron
frequency, derived from on-board measurements of the
magnetic field. The upper panel shows the electron densities
derived from the passive (spectrum) and active (sounder)
measurements of fUH.

Figure 2. The electron density profiles from the RPWS
measurements for five equatorial orbits as a function of
radial distance from the center of the planet. The black
dashed line is a power-law fit with a = 3.63 ± 0.05 and k =
2.2 & 104 cm"3.
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between 3.5 and 4:2RS fd on a constant, rather small
potential of about !1:6V. Our results, however, agree well
with the spacecraft potentials fsc measured by the LP of
the radio and plasma wave science (RPWS) investigation
on Cassini (Wahlund et al., 2005). Ring particles are
expected to have similar potentials as the spacecraft since
the charging currents are similar. The potentials measured
by the LP were ranging from !2 to !3V between 2.5 and
5RS. The similar radial dependence of fd and fsc as well as
their similar values already indicates that the CDA mass
calibration is applicable to big ice grains.

To investigate this further we studied the scaling of Qd

with the estimated grain size Rd for all good QP events
recorded inside 4:5RS (Fig. 3). Since the LP data imply an
almost constant potential for these grains, Qd should scale
linearly with Rd provided that the impact charge yield qðQIÞ

scales linearly with the grain mass md . We found that for
these impacts the dust charge scales as

Qd ¼ !
ð1:5% 0:5ÞV

4p!0
R1:06%0:15

d , (11)

which in turn implies that the exponents of the calibration
(8) apply for impacts by big ice grains. Furthermore, from
the good match between fsc and fd we conclude that the
Göller–Grün relation provides the right masses for ice
particles.

4. Discussion

As outlined in the previous section our findings do not
match any charging model calculation based on the
Richardson plasma model. The disagreement between this

model and measurements of the plasma electrons by the LP
throughout Cassini’s first orbit around Saturn reveals the
need for an improved E ring plasma model. Since an
updated model is not to be expected within the near future
we established a plasma model using our best efforts. For
modelling the cold plasma electrons we used the LP data
(Wahlund et al., 2005). Unfortunately, outside 6RS the LP
data were possibly contaminated by spacecraft photo-
electrons. Therefore, we had to restrict our calculations to
inside Dione’s orbit. The properties of the plasma protons
and water group ions were based on measurements by the
CAPS (Sittler et al., 2005). Since there have been no good
Cassini measurements of the hot electron component
available we used the parameters given by the Richardson
model. Note that the charging in a plasma-rich environ-
ment is mostly due to the cold electron component of the
plasma. Thus, for the purpose of this study only good
knowledge of the properties of the cold plasma electrons is
required. Uncertainties of the other components will not
affect the results much.
Although this ad hoc model by no means meets the

requirements of the desired next-generation plasma model
it proved to be useful in studying the implications of our
measurements. Results of calculations of the grain poten-
tial for sets of secondary electron yield parameters used
in the models given in Table 1 are shown in Fig. 1. The
potentials were evaluated as outlined in Section 2. It is
seen that the models H2, Ja, Jb and a model using the
parameters dm ¼ 2:3 and Em ¼ 340 eV derived by Matske-
vich and Mikhailova (1960) are consistent with the
potentials derived from our measurements. Also calcula-
tions using the parameters of the models H1 and M agree
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Fig. 1. Electrostatic grain potential (upper panel) and grain charge (lower panel) as function of the radial distance to Saturn. The range between 3:5RS and
4:2RS is magnified. The vertical lines indicate the orbital distances of Saturn’s moons Enceladus (E), Tethys (T), Dione (D), and Rhea (R). Note that the
electrostatic potential is only plotted for impacts having a charge feature with a signal to noise better than 3. Triangles mark grains which arrive from
directions not compatible with ring particles in prograde orbits. Lines indicate calculated potentials for the models in Table 1 and for dm ¼ 2:3,
Em ¼ 340 eV (marked by Ma) given by Matskevich and Mikhailova (1960).
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been superposed. This fit, Te¼30 ne
"0.6 (g¼ +0.4), does not include

electron temperatures below 2 eV and exceeding 50 cm"3 in
order not to include data points near Enceladus and the centre of
the E-ring. The detected general trend is clear regarding the slope
for the three temperature categories. Clearly the empiric data do
not follow a simple ne–Te relationship due to adiabatic expansion
of the plasma. Instead an additional heat source for the electrons
is required. The sharp decrease above 50 cm"3 is due to cooling
by dust or neutral gas near Enceladus and/or the E-ring.

4. Discussion

We have derived the following electron empirical temperature
model of Saturn’s plasma disc from the RPWS Langmuir probe
voltage sweep measurements

Te ¼ ð0:0470:02ÞL2:870:4½eV &, 2:5oLo7,9Z9o0:1RS

Te ¼ ð2:370:7ÞexpðZ2=HTe
2Þ½eV &, L' 4

where the scale height is HTeE0.870.1 RS at this radial distance.
By varying, the non-linear least square fit to the measured
voltage–current sweep characteristics we have estimated the
error in Te to be at most 20%. We note, though, that many
voltage–current sweeps show signs of an anisotropy, which may
be due to either a bi-Maxwellian electron distribution or a
separate electron population with a temperature ratio between
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Fig. 4. Temperature variations with radial distance from Saturn, where orbits 3–5
are all equatorial. There is a general increase with radial distance from Saturn
following a power law of 0.04 RS

2.8 (black dashed). The inbound and outbound part
of the orbits are marked with n and + respectively. The colour coding of the
electron temperatures representing the ambient plasma disc electrons (Te2 and
Te3) are green and red, and for photoelectrons (Te1) it is blue. The burst data near
4 RS on orbits 3 and 4 occurs near Enceladus. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
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Fig. 5. Electron temperature variation with latitude near the equator, Z¼71.0 RS

and near L(4 RS. Data from orbits 7–12 are displayed, which all have almost
identical orbital characteristics. The trend is a general minimum near the equator
with increasing electron temperatures when moving away from the equator. The
average temperature for these six orbits is well represented by an exponential
function, Te¼Te,0 exp(Z2/HTe

2 ). Curves for Te,0¼1.7 eV, HTe¼0.8 RS (red line) and
Te,0¼2.9 eV, HTe¼0.7 RS (red dashed line) have been superposed for guidance. The
colour coding represents ambient plasma disc electrons (green and red) and
photoelectrons (blue). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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to the colder ambient electron population (dashed line) have been superposed. The
fit, Te¼30 ne

"0.6 (g¼ +0.4), does not include electron temperatures below 2 eV and
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colour in this figure legend, the reader is referred to the web version of this
article.)
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Plasma vs. dust charge measurements
in Saturn’s magnetosphere



[63] In this work, we adopt the same equations as used by
Horányi [1996] and Kempf et al. [2006] to calculate the ion
collection current (Ji) and the photoelectron current (Jn). The
non‐isotropic plasma effect on Ji, caused by the relative
motion between dust particles and the plasma flow, is
considered. The temperature anisotropy of plasma ions is
ignored here. We simply assume that the ion distribution
is isotropic in the corotation frame and the ion temperature
shown in Figure 6 is calculated by Tion = (Tk + 2T?)/3, with
Tk and T? from aforementioned references. As the charging
is dominated by the electron currents, the influence of ion
currents is fairly small (see Figure 7). The two parameters
related to Jn: the photoelectric efficiency and the mean
energy of the photoelectrons are set to be 0.1 and 2.5 eV
respectively in our simulation.
[64] As above mentioned, the energy distributions of both

cold and hot electron components in Saturn’s magneto-
sphere are found to follow the kappa distribution [Schippers
et al., 2008] and can be expressed as

fe Eð Þ ¼ ne
me

2!"E0

! "3=2G "þ 1ð Þ
G "% 1

2

# $ 1þ E
"E0

! "%"%1

; ð7Þ

where ne is the density of electron, me is the electron mass, "
is the kappa index, G(x) =

R∞
0 tx−1 e−t dt is the Gamma

function, and E0 = (2" − 3)Te/2".
[65] Different from the Maxwellian distribution, the kappa

distribution is characterized by an additional high‐energy
tail, which implies a non‐equilibrium state. The kappa dis-
tribution reduces to the Maxwellian when " → ∞.
Regarding the dust charging, due to the contribution from

the high‐energy tail, a kappa distribution plasma leads to
higher collection flux than the Maxwellian case. Under the
OML condition, the flux of electrons under kappa distri-
bution collected onto a dust grain is written as [Rosenberg
and Mendis, 1992; Chow et al., 1993]

Je ¼ C0 &
G "% 1ð Þ ' 1% 2e#

2"% 3ð ÞTe

! "1%"

; if # ( 0

G "ð Þ ' G "% 1ð Þ
G "ð Þ þ 2e#

2"% 3ð ÞTe

! "
; if # ) 0

8
>>>><

>>>>:

; ð8Þ

where

C0 ¼ %ene
kTe
4!me

! "1=2 2"% 3ð Þ1=2

G "% 1
2

# $ ;

e = 1.602 · 10−16 C is the elementary charge, and kTe is the
plasma electron temperature in eV.
[66] When a dust grain collects an electron whose energy

is high enough to excite other electrons on that dust grain to
escape, a positive current called secondary electron current
(Jsec) is produced:

Jsec ¼
2!e
m2

e
&

R∞
0 E$ Eð Þfe E % e#ð ÞdE; if # ( 0

exp %e#=kTsecð Þ ' 1þ e#=kTsecð Þ

'
R∞
e# E$ Eð Þfe E % e#ð ÞdE; if # ) 0

8
>>>>>><

>>>>>>:

;

ð9Þ

Figure 7. The equilibrium surface potential and current ratio of water ice and silicate dust grains in
Saturn’s magnetosphere. (top) The equilibrium surface potential of water ice (solid) and silicate (dashed)
dust grains in Saturn’s magnetosphere. Diamonds represents the size, the distance, and the grain charge
measured by CDA [Kempf et al., 2006; Beckmann, 2008]. The only difference between icy and silicateous
grains considered in this charging calculation is the secondary electron yield (Table 3). Due to relatively
weak secondary electron currents in the inner system (<5 RS), potential curves of these two grain types are
similar. (bottom) The ratios between different currents for water ice grains at the equilibrium potential.
The size of the area represents the current strength. Positive currents are located in the upper half.
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Dust potential in Saturn’s magnetosphere
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A complex dust-plasma system inferred from observations of Cassini 
Radio and Plasma Wave Science

the time interval 19:45–20:05 UT, the ion density is signifi-
cantly larger than the electron density. This is often
observed during other ring plane crossings near Enceladus
orbit (see also Farrell et al., 2009; Yaroshenko et al., 2009). The
neani region corresponds rather well with the region of
enhanced dust levels as detected by the long RPWS antenna
(Fig. 11), as well as the dust counter experiment (CDA; S. Kempf,
private communication). The assumptions behind the derived ion
density are

! The average ion mass is close to 18 amu.
! The ion random flux is not affected by large fluxes of secondary

electrons from energetic particles or dust impacts.
! The photoelectron current has been accurately compensated

for.

We are certain that the first and third assumptions are valid,
while secondary electrons from dust impacts on the LP sensor (or
a direct charged dust current to the LP sensor) is more difficult to

account for. However, the derived ion drift speeds from the
measured ion random flux (black, panel e, Fig. 10) compare very
well with those derived from the ion current gradient (red), which
indicate that the secondary electrons levels cannot be very large
during this particular event. The difference, Dn ¼ (ni-ne)E40–60
cm#3, between the number densities of free electrons and ions are
also in agreement with model calculations of charging levels and
dust distributions during this and other events (Yaroshenko et al.,
2009). We can here make an order-of-magnitude estimate of the
mean charge levels of dust particles. Larger mm-sized particles
should have charging levels close to 1500–2000 e C according to
the estimated spacecraft potential for the event. Considering that
smaller grains down to 10–100nm can only carry a fraction of this
charge, the total charged dust number densities for this event
should be of the order 0.01–0.1 cm#3 when using a rd

#m size
distribution of dust with mE4–5 (e.g., Kempf et al., 2008). Further
corrections to this order-of-magnitude estimate may occur, since
it does not, for instance, take into account a possible enhancement
of emitted secondary electrons from small grains (Chow et al.,
1993; and references therein).
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Fig. 10. Same as in Fig. 8. Data were taken during the Enceladus E02 encounter. Note the difference in ion (red) and electron (blue & black & cyan) densities (panel b).
Average ion drift speeds (red & black) are again below the nominal co-rotation speed (cyan, panel e).

J.-E. Wahlund et al. / Planetary and Space Science 57 (2009) 1795–1806 1803

Wahlung et al., 2009



Dusty Plasma conditions at Enceladus
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The Equation of Motion 
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Introduction to the Equation of Motion 
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The Saturnian system 
                as a laboratory of dust dynamics 

Diffuse E ring

• mostly 0.1 - few micron icy grains

• Various forces and processes 
shaping the ring

• Size-dependent dynamical 
evolution

Fast nanoparticles (stream particles)

• sizes:   a few nm
speed: ~100 km/s

• governed by EM forces



The ring system

Horányi et al., 1992
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of the three simulated rings (Fig. 6) have a sharp peak 
near the source with a steep drop-off on either side. 
Only the one-micrometer grains, however, have an opti- 
cal depth profile with a thickness anything like that of 
the actual ring. Similarly, the radial dependence of the 
ring thickness from our simulation for one-micrometer 
grains (Fig. 7) qualitatively imitates Showalter et a l . ' s  
(1991) interpretation of the Baum et  al. (1981) ground- 
based observations described in the Introduction. Like 
the actual E ring, our model for solely one-micrometer 
grains has a greater thickness at its outer edge than close 
to the planet, and is thinnest at its source. Although the 
relative proportions are roughly correct, the magnitude 
of the predicted thickness is ~10 times less than the 
observed thickness. Somewhat larger inclinations may 
be obtained by grains with slightly different sizes and 
charges or by a different plasma environment. These 
considerations alone, however, are probably unable to 
account for the observed maximum inclinations. The 
minimum in thickness that occurs near Enceladus' or- 
bital radius (Fig. 7) can be explained by pericenter 
locking which, in addition to permitting the maximum 
e~o H which allows the greatest radial spread, also forces 

.O4 
FIG. 6. The optical depth profiles (continuous lines) for grains of  

radii 0.5 (top), 1.0 (middle), and 1.5 (bottom) micrometers.  All grains .02 
were given the same initial conditions as the one in Fig. 5, the orbits a~ 
were sampled every 10 days for 90 years,  and the curves were normalized ~ 0 
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to the planet, the orbits under discussion are the least 
susceptible to collisions with the inner rings. Such orbits 
are very desirable when one is trying to spread material 
over a large radial range! A collision with the A ring is 
inevitable when a(1 - e 2) -- 2.27R s from which, for a -- 
3.95R s , e~o~ -~ 0.65 (this result should be contrasted with 
the case of collision with the planet which occurs for a(l - 
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noted their radial positions every l0 days. We then 
constructed radial optical depth profiles (Fig. 6) and 
scatter plots (Fig. 7) from the resulting orbits, normaliz- 
ing the former in the same manner as in Fig. 4. The 
two figures show many of the characteristics of the 
observed ring (Showalter et  al. 1991) and argue convinc- 
ingly for a population of one-micrometer grains. As with 
our analytic result (plotted in Fig. 4), the optical depths 
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of the three simulated rings (Fig. 6) have a sharp peak 
near the source with a steep drop-off on either side. 
Only the one-micrometer grains, however, have an opti- 
cal depth profile with a thickness anything like that of 
the actual ring. Similarly, the radial dependence of the 
ring thickness from our simulation for one-micrometer 
grains (Fig. 7) qualitatively imitates Showalter et a l . ' s  
(1991) interpretation of the Baum et  al. (1981) ground- 
based observations described in the Introduction. Like 
the actual E ring, our model for solely one-micrometer 
grains has a greater thickness at its outer edge than close 
to the planet, and is thinnest at its source. Although the 
relative proportions are roughly correct, the magnitude 
of the predicted thickness is ~10 times less than the 
observed thickness. Somewhat larger inclinations may 
be obtained by grains with slightly different sizes and 
charges or by a different plasma environment. These 
considerations alone, however, are probably unable to 
account for the observed maximum inclinations. The 
minimum in thickness that occurs near Enceladus' or- 
bital radius (Fig. 7) can be explained by pericenter 
locking which, in addition to permitting the maximum 
e~o H which allows the greatest radial spread, also forces 
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were sampled every 10 days for 90 years,  and the curves were normalized ~ 0 
as in Fig. 4. Also plotted for comparison are the Showalter e t  a l .  (1991) - .02 
observations (dashed line). The plot clearly demonstrates  the enhanced 

- .04 mobility enjoyed by the one micrometer-sized grains. The three maxima 
clustered near 4R s in the central panel are due to the fact that the grain's 
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dust clouds around the icy moons Dione and Rhea. To overcome
Saturn’s gravity, the charge-to-mass ratioQ/m of the grain has to be
sufficiently large. This constraint sets an upper limit on the radius of
a grain escaping from the inner saturnian system. There is also a
lower size limit, asQ/m has to be sufficiently small that grains do not
circle along a magnetic field line and become tied to Saturn’s
magnetic field. Grains of appropriate size leave Saturn’s magneto-
sphere at the speed (in km s21)

ve < 35 L* 2
1

2

! "1=2 RS

R

! "1=2

where L* < 542 (Rd)
22 (F) (1 2 [R/20RS]) is the ratio of the force

due to the co-rotational electric field to the force due to Saturn’s
gravity, F is the average surface potential of the grain (in V), and Rd

is the grain radius (in nm). The dust is assumed to consist of water
ice (density 103 kgm23). The charge of a grain in space, in general,
results from the competition between various charging processes,
including the collection of electrons and ions, and the emission of

photo and secondary electrons. Using a model of the plasma
parameters in Saturn’s magnetosphere based on the Voyager
measurements12, the equilibrium surface potential of grains can
be calculated. There are two regions where the surface potential of a
dust particle is expected to be positive (lower panel of Fig. 3) and
which could be the source regions of the ejected stream particles: (1)
at the outskirts of the A ring, where owing to absorption by the rings
the plasma density remains very low and photo-emission due to
solar ultraviolet radiation dominates charging; and (2) beyond the
orbit of the moon Dione at R ¼ 6.3RS. Grains starting from within
the second region must be very tiny (Rd , 3 nm) to gain impact
speeds faster than 70 km s21 (upper panel of Fig. 3).

Outside Saturn’s magnetosphere, the dynamics of the grains are
governed by the interaction with the interplanetary magnetic field
(IMF) convected by the solar wind. At large solar distances the
azimuthal component of the IMF dominates, and thus the out-of-
ecliptic component of the dust velocity should be affected most. As
the inertial spacecraft velocity of about 10 km s21 is small compared
with the dust speed, the deviation of the impact direction from

    

Figure 2 Comparison between typical signals caused by saturnian and jovian stream

particles and by the fastest calibration impact. The CDA impact detection is primarily

based on the analysis of the plasma generated by the particle impact onto a

hemispherical target. After the separation of the plasma constituents within an electric

field between the impact target and the ion grid, the evolution of the plasma charges are

monitored by low-noise integrating charge amplifiers. In contrast to the CDA’s

progenitors on the Galileo and Ulysses spacecraft, the full impact signals (rather than a

few characteristic parameters) are transmitted to Earth, allowing a highly reliable easy

distinction between noise events and genuine impacts. The rise time of an individual

plasma charge signal is a measure of the impact speed, while the total plasma charge

depends upon both the impact speed and the dust mass. The upper row shows the

evolution of the impact plasma electrons collected at the impact target, while the lower

row shows the evolution of the plasma ions collected at the ion grid. The speed of the

fastest calibration impact (right column) recorded at the Heidelberg dust accelerator

facility was 63 km s21 (mass, 2 £ 10218 kg). Note that the amplitude of the calibration

impact is about four times larger than that for the stream particle impacts, which indicates

that the dust grains are tiny.

 

 

 

 

 

 

       

Figure 1 Impact rate registered by the cosmic dust analyser (CDA) between 10 January
and 6 September 2004. Between 20 June and 1 July, embracing Cassini’s insertion into

its orbit about Saturn (Saturn orbit insertion, SOI) the instrument was powered off

(marked by the vertical stack of bars). The upper scale gives Cassini’s distance to Saturn

in R S. In total, 1,409 impacts were detected (before SOI, 546 impacts; after SOI, 863

impacts). All of them showed the characteristic features of a high-velocity impact by a tiny

dust particle. Note that owing to Cassini’s highly irregular attitude profile, the observed

flux onto the CDA does not necessarily represent entirely the dust environment during this

period.
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Interplanetary Magnetic Field (IMF)

• A two-sector structure

• Corotating Interaction Region 
(CIR) forms outside 2 AU

• Sector boundaries are 
embedded in the 
compression region
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Tracing Backward in Time

• First applied to the Jovian stream particles 
based on Ulysses measurements
(Zook et al., 1996)

• Considering:
   The Lorentz force
   (Cassini solar wind measurements)
   Gravitational forces
   (Sun & Saturn)

• Assumptions:
   The Saturnian system is the source
   IMF keeps intact while moving outward
   Constant particle charges

IMF by MAG

VSW by MIMI/CHEMS
Hill et al., 2004



Backward Tracing Simulation Results
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hood of stream particles’ initial dynamical properties. Similar to figure 3b, high likelihood bins369

(> 60%) concentrate along the belt across bottom–middle to the upper–right corner. Figures 3d370

and 3e show histograms of Qd/md and vex separately. The simulations suggest that the Satur-371

nian stream particles in general have Qd/md greater than 1000Ckg−1 (smaller than ∼ 11nm)372

with ejection velocity between 50 to 200kms−1. This agrees with the estimates by Hsu et al.373
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Before going further to the backward tracing results, a few remarks should be made concern-376

ing the stream particle ejection process. As described before, positively charged particles with377

proper sizes can acquire enough energy from the outward pointing Ec to overcome the gravita-378

tional force and finally escape from the system. Therefore, the equation of energy conservation379

can be written as:380
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On the right hand side, the first term is the total energy of a dust particle with initial Keplerian381

motion. The second term is the energy that particles acquire from the corotation electric field.382

The E field can be expressed as Ec = −Vco ×B, where Vco is the corotation velocity and B is383

the magnetic field of Saturn. fco is the fraction of corotation, r is the distance to Saturn, rms384

is the boundary of the Saturnian magnetosphere, and r0 is the radial distance where a particle385

starts to be accelerated by Ec.386

387

D R A F T April 19, 2011, 3:38pm D R A F T

7-8 RS

Vex: 50-200 km/s

Qd/Md: 103 - 2x104 C/kg

Energy Conservation:

H
su

 e
t 

al
., 

20
11



The “Ejection Region”
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The “Ejection Region” at 7-9 RS

• defined from the dynamics perspective.

• indicates the location where the particles start to be accelerated outward

• is the combined effect of:
particle properties, charging (plasma) conditions, and 
the location of the real source

Likely sources:

• dense rings (<2.2RS)

• Enceladus’ plume (4 RS)

• E ring particles (3-20 RS)



Nano-silica particles from a water-dominant world

Electrostatic Potential of E ring Particles

μm-sized icy E ring dust grain

nm-sized, metal free, siliceous stream particle

contaminant

target



The “Ejection region” and the dust charging

Electrostatic Potential of E ring Particles
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The “Ejection region” and the dust charging
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dent sets of electron temperature measurements from the
CAPS instrument and from the RPWS using quasi-thermal
noise spectroscopy and the Langmuir probe (Figure 2).
Since the three sets of temperature measurements are
consistent within a factor of 2 and show a systematic and
smooth increase in the electron temperature with increasing
L value, we have strong confidence in the temperatures we
have used. However, a possible latitudinal dependence for
the electron temperature has not yet been investigated. The
electron temperatures derived from Cassini measurements
[Moncuquet et al., 2005; Schippers et al., 2008; Wahlund
et al., 2005] show a steady increase with increasing L value,
consistent with temperatures derived from the Voyager
measurements [Sittler et al., 1983]. However, a possible
latitudinal dependence may also be present in the temper-
ature profiles for measurements obtained during the Cassini
orbit insertion [Moncuquet et al., 2005; Wahlund et al.,
2005] and the Voyager flybys [Sittler et al., 1983] when the
spacecraft were in high inclination orbits. A more thorough
study of the effect of a latitudinally dependent electron
temperature on the diffusive equilibrium density model will
be the subject of a future study.
[31] Limited data availability necessitated several major

assumptions for the ion anisotropies. The anisotropy inputs
are shown to be critically important in the density fit and
a precise determination of these parameters is currently
available only at equatorial latitudes beyond L = 5.5.
Extrapolating the anisotropies back to L = 3.6 is only a
rough estimate. Also, the assumption that the ion anisotro-
pies measured at the equator remain constant along a field

line may not be valid. There are large variations in the ion
anisotropies as a function of L shell in both the Cassini
measurements (see Figure 3) and the Voyager measurements
[Maurice et al., 1996; Richardson and Eviatar, 1988].
Large variations in the ion anisotropy have little effect on
the water group ions (see Figure 5). But, if the hydrogen ion
anisotropy is found to decrease with increasing latitude,
it can have a significant effect on a successful fit to
the measured densities (see Figure 6). More anisotropy
measurements inside L = 5 and at higher latitudes are
necessary to improve the density fit at higher latitudes and
the validity of the hydrogen ion distribution derived from
the diffusive equilibrium model.
[32] Although the diffusive equilibrium model consistent-

ly yields well-defined minima in (neqW+ ! HW+) space for
the water group ions (see Figure 10a), the limited and
inconsistent distribution of density data at high latitudes
across the L-shell range makes it difficult to anchor the fit at
the high-latitude end of the range and obtain precise density
minima for the hydrogen ions, which dominate the plasma
in this region. While the equatorial density of the hydrogen
ions can be determined with some precision, the hydrogen
ion density minima in chi-square occasionally resembles a
‘‘trough’’ and, for these L-shell bins, the hydrogen ion scale
height is not well-defined. The ion equatorial densities and
scale heights shown in Figures 12 and 13 represent solu-
tions that are consistent with the distribution of the plasma
density measurements. Improving the fit at the high-latitude
end of the distribution and the subsequent derivation of
the hydrogen ion scale height will require more density

Figure 15. Contour plot of the electron densities in Saturn’s inner magnetosphere derived from the
charge neutrality condition. The contour map shows that the electrons in Saturn’s magnetosphere diffuse
radially outward from the planet with the higher densities located near the equatorial plane inside L = 7.
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RS


Electrostatic Potential Negative Neutral Positive 

����
�
��
�	������	��
ECO = (r x Ω) x B 

- 
- - 

- 
- 

+ 

Ex.$5$nm$dust$with$ψ=$–$2$V$carries$
~$3$addi9onal$e<.$

- 
- 

- 

- 

- 
+ 

+ 

To understand:

• the dynamical evolution of 
nanoparticles

• the composition discrepancy
(water ice vs. SiO2)

• the source of stream particles

Electrostatic Potential of E ring Particles
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• Describe the charging process by an 
inhomogeneous Poisson process:

λ12: expected event rate
k: number of events

Hsu et al., 2011



Ejection Model Results

Contour:            Backward tracing - Solar wind measurements
Symbols & lines:  Ejection model      - Magnetosphere plasma measurements

Hsu et al., 2011
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not yet fully self-consistent, it provides the strongest evidence
that more robust sources are needed.
Because the source of water products from sputtering of both

the icy satellites and the E-ring appears too small to explain the
density of neutrals, we examine possible enhancements to the
sputter-produced flux. These calculations require a reexamina-
tion of the sputter-flux produced from an individual grain and a
reexamination of the grain-size distribution. We show that the
total surface area of the E ring might be much larger than in-
ferred from the direct optical observations and that the missing
neutral/plasma sources could be accounted for by sputtering of
small grains that are resupplied from an active source.

2. SPUTTERING OF WATER–ICE SURFACES

Plasma ions entering a material collide with the constituent
atoms, initiating a cascade of collisions. This results in the ejec-
tion of atoms and molecules into the gas phase, a process called
sputtering. A schematic diagram of this process is shown in
Fig. 1. For a flat surface, indicated by the dashed line, an in-
cident ion (thick arrow) collides with target atom and creates
recoils (thin arrows), which in further collisions produce new
generations of recoils, and so on. Finally, when a recoil leaves
the target surface sputtering occurs (indicated by “a” in Fig. 1).
The sputtering yield is then given as a number of sputtered atoms
per incident particle.

FIG. 1. Schematic diagram of the cascade of collisions produced by ion or
atom on a material. As an incident ion collides with target atoms, it slows down
and produces a recoil-cascade. When one of the recoils is set in motion in the
surface layer with an energy greater than its binding energy and in the direction
of escape, it is ejected from the solid (a). For a spherical target sputtering is
enhanced due to more recoils reaching the surface. Grains are mainly destroyed
by sideward (b) sputtering and then finally by sputtering from the back surface
of a grain (c).

FIG. 2. (a) The electronic and nuclear stopping cross sections Se (dotted
line) and Sn (solid lines) versus incident O energy for H+ 2O tabulated by SRIM
98. The figure shows that the nuclear cross section is larger at lower energies,
while for the higher energies, the electronic stopping cross section dominates.
(b)Measured sputtering yield for water–ice at normal incidence for semi-infinite
target versus incident O ion energy. Line indicates our model, while symbols
represent the compilation of the laboratory measurements of the sputtering yield
given by Shi et al. (1995).

Sputtering of ice is determined by the energy deposited by the
incident ion. It occurs in response to both the momentum trans-
fer and electronic excitations and ionizations produced near the
surface of the solid. Therefore, for an ion incident on a solid, the
energy lost per unit path length in the solid, dE/dx , is due to
momentum transfer to the atomic constituents, (dE/dx)n (called
elastic nuclear or “knock-on” collisions), and due to ionization
and excitation of the molecules, (dE/dx)e (e.g., Johnson 1990).
The total sputtering yield, Y , is often written as a sum of nu-
clear and electronic contributions, Y ≈ Yn + Ye. For ion bom-
bardment of an ice, electronic sputtering (Ye) is the dominate
contribution at high velocities and collisional, knock-on, sput-
tering (Yn) dominates at low incident velocities. As an illustra-
tion Fig. 2a shows nuclear and electronic cross sections for O+

incident on H2O based on amodel given by Ziegler et al. (1985).
The nuclear cross section Sn (solid line) is larger at low energies,
while for energies above ∼30 keV the electronic cross section,
Se, dominates.
In the nonlinear sputtering regime, which applies for ices

and condensed gases, Ye is found to be roughly proportional
to (dE/dx)2e . This dependence is consistent with the “thermal

Plasma sputtering erosion of icy grains

Jurac et al., 2001 show that, sputtering erosion 
is a major loss mechanism of Saturn’s E ring. 
The lifetime of an 1μm E ring grain is ~50yrs.

calculated results. Fig. 2 shows results for the sputtering
yield of ice, according to Eq. (1), for H+ and O+ at normal
incidence for Ei45 eV and T ¼ 80, 100, and 120K.

Using the ion density, ni, and velocity distribution, f ð~vÞ,
along with the sputtering yield above, YH2OðEi; yÞ, the
surface-averaged sputter flux can be written (e.g., Johnson,
1990; Cooper et al., 2001):

Fsputtering ¼
ZZ

YH2OðEi; yÞ½%n̂ð~uþ~vÞ'nif ð~vÞd3v
dOs

4p
. (2)

Here ~u is the average flow velocity of the ions relative to
the body and n̂ is the local surface normal. The flux is
averaged over the body by integrating dOs over the
direction of the surface normal which varies with the
position on the body. The flow speed at a grain or satellite
orbiting Saturn is ~u ¼ ~vco %~vo. Replacing YH2OðEi; yÞ by
one give the incident flux averaged over the surface, Fi.
The average yield per incident ion, which is useful if
the plasma density estimates change, is then written as
Ȳ ¼ Fsputtering=Fi. The sputter flux can also be given as a
surface erosion rate by dividing by the molecular number
density of ice, nice and the surface erosion speed is
Fsputtering=nice in depth per unit time.

The local sputter flux and yield can be calculated at any
point on the surface by not averaging over the orientation
of the surface normal. However, here we use Eqs. (2) and
(3) which are averages over the body, giving a result that
can be used in a number of circumstances. Initially we
ignore surface porosity or roughness. If we assume an
approximately spherical body, the integrals simplify.
Holding ~vi ¼ ~uþ~v fixed, the average over a spherical
surface is the same for each ~vi. Writing Y ðEi; yiÞ ¼
Y ðEiÞgðcos yiÞ then the average over dOs/4p is
ḡ ¼

R 2
cos ym

gðcos yiÞ2 cos yi d cos yi, where yi=ym is the

incident angle beyond which the yield rapidly decreases due
to ion scattering at grazing incidence. Here that angle is
used as a cut-off. Using the angular dependence given in
Eq. (1), gðcos yiÞ ( 1=cos1þx yi, the integral becomes
ḡ ( ð2=ð1% xÞÞ½1% cos1%x ym'. Therefore, we can write
the sputter flux averaged over a spherical surface,

Fsputtering ¼ ḡ
ni

4

ZZ
Y ðEi; 0Þj~uþ~vjf ð~vÞd3v; (3)

with Ei ¼ mij~uþ~vj2=2. This applies to a grain, but for a
rough or porous satellite regolith a correction is required
since sputtered molecules can re-condense on surface of a
nearby grain prior to escaping from the regolith (Cassidy
and Johnson, 2005).
We calculate Fsputtering for two cases. First, since the ion

temperatures are not high we ignore the velocity distribu-
tion f ð~vÞ and assume that v ¼ 0 so that Ei ¼ ð1=2Þmiu

2 and,

Fsputtering ¼ ḡ
uni

4
Y ðEi; 0Þ. (4)

Therefore, on the average, ions flow onto the object at a
speed, u, equal to the co-rotation speed minus the orbital
speed: u ¼ j~vco %~voj ¼ 18:4½ðR=RxÞ % ðRx=RÞ1=2' km s%1

with Rx ¼ 1.86RS. We compare this to a calculation in
which we use TJ and T? to get a product of Maxwellian
distributions in the form f ð~vÞd3v ¼ f ðvkÞf ð~v?Þdvk d

2v?. For
the ion temperature Ti ¼ (2/3)T?+(1/3)TJ, with T? ¼ 2 TJ
for the protons and T? ¼ 5TJ for W

+.

4. Results

Ion density and temperature data from Figs. 1a and b are
used to calculate the globally averaged sputter flux shown in
Fig. 3, by first assuming only plasma flow onto an icy body
and assuming the W+ ions are well represented by O+.
Then, we include the ion thermal motion. Not surprisingly,

ARTICLE IN PRESS

Fig. 2. Sputtering yield of ice for H+ and O+ at normal incidence vs. ion
energy, Ei (eV amu%1): T (solid, 80K); (dashed, 100K); (dotted, 120K);
Et ¼ 5 eV (the region near Et has not been studied experimentally for ice).
These yields are roughly consistent with those in Fig. 3.22b in Johnson
(1990) and Fig. 2 in Johnson (1996) at the higher energies shown but are
larger at the lower energies.

Fig. 3. Sputtering rate of water molecules according to Eq. (3) and
including the threshold discussed: solid H+, dashed W+: (a) ion
temperatures ignored (W+-O+): note threshold effect for H+; (b)
includes ion temperatures (W+-O+); (c) includes ion temperatures
(W+-H2O

+).

R.E. Johnson et al. / Planetary and Space Science 56 (2008) 1238–1243 1241

Based on Cassini water group ion measurements, 
Johnson et al., 2008 show that the sputtering 
erosion peaks at about 5-6 Rs.

H+

W+
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Sputtering rate of E ring icy grains

Stream particle production model
Surface area of E ring icy grains

5nm silica particle
ejection probability

ṁ = Ysput(r, z) ·Area(aE , r, z) ·mH2O

Nej(asp) = ṁ(r, z) · fSiO2 · Pej(asp, r, z) · Pm(asp)/msp(asp)
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Stream particle production model
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Dynamical fingerprints of stream particles 
- ejection region



The source of non-water ice stream particles
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F-ring & Proximal Orbits

http://www.planetary.org/

• F-ring orbits
2016-Nov - 2017-Apr
[Vsc , Vkep, Vco] = 21, 16, 25 km/s

• Proximal orbits
2017-Apr - 2017-Sep
[Vsc , Vkep, Vco] = 34, 25, 10 km/s

• Summer Solstice
2017-Mar-24

• Orbit inclination ~ 60° F-ring orbits

Proximal orbits

http://www.planetary.org/blog/article/00001856/
http://www.planetary.org/blog/article/00001856/


• in situ ring composition measurements & composition mapping
<silicates, Tholins, PAHs, nano-hematite>

• Impactor-ejecta process: lofted ejecta produced from impacts 
between exposed surface and exogenic particles.

CDA F-ring/Proximal orbit

Introduction

In this appendix we provide additional material, methods and information
which had been necessary to perform the analyses presented in the main pa-
per. This concerns mainly information about the impactor ejecta process, the
spatial ejecta-distribution and the dust dynamics in order to obtain the dust
configuration around the satellite Enceladus, which is material mentioned only
marginally in the main paper.

The Impactor-Ejecta Mechanism

Micrometeroid impacts in the solar system are energetic enough to abundantly
lift debris and dust particles from the moon’s surfaces. A model of an impact-
generated steady-state dust cloud around an atmosphereless planetary satellite
has been developed [1, 2]. In this model, dust grains are ejected within a cone
of an opening angle ∆α. Their initial velocity is determined by the distribution
fv of ejection speed v

fv =
1

v0

(
v

v0

)−q

Θ[v − v0] (1)

and ejection angle α, filling the cone uniformly, as shown in Fig. S1. The
Heaviside function is labeled by Θ[v − v0] restricting the range of velocities to
the interval (v0,∞). The slope of the power law has been chosen as q ∈ (2, 3)
depending on whether the surface is covered by regolith or consists of solid ice.

∆α

"v

α

Figure S1: Geometry of the ejection process.
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100 nm grain registered in the Saturnian system

CDA F-ring/Proximal orbit

• in situ ring composition measurements & composition mapping
<silicates, Tholins, PAHs, nano-hematite>



10 nm, vej = 50m/s - falling to Saturn
@ -0.5RS Proximal orbit
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10 nm, vej = 5-100m/s 

@ -0.5RS Proximal orbit



Summary

• Knowledge on dust dynamics allows us to use in situ dust 
measurements as remote sensing tools to study planetary systems.

• Various processes that shape the E ring indicate Saturnian stream 
particles are of E ring / Enceladus origin - information on the 
Enceladus.

• Modeling the dynamics of impact ejecta from the main rings 
provides the key element for the ring composition mapping.
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p(Q)-exp (-r (R8)/(R6») 

- exp( - E:Q2 if! 15) , (22) 

where R is the mean of the size distribution and E: is 
generally a factor greater than unity that depends on the 
spread of the distribution. Thus, for a dilute system 
[S(Q)=1], a plot of lntn;ldn VS Q2 gives a slope equal 
to - E:R2/5. Therefore, neglecting polydispersity (i. e., 
forcing E: = 1) can lead to a gross overestimate of the 
mean particle size. 

For certain distribution functions, it turns out that it 
is almost as easy to calculate the integrals (18) and (19) 
exactly as to calculate the various moments. Since it 
is reasonable to expect that the detailed shape of the dis-
tribution is not of critical importance in analyzing sys-
tems that are of low to moderate polydispersity (i. e., 
less than about 20%), extremely useful results can be 
obtained by performing the integrals exactly for a few 
useful distribution functions. Shown below are explicit 
expressions for p(Q) and (3(Q) for two commonly used 
distributions. 

A. Schultz distribution 

The Schultz distribution is a two-parameter function: 

fs(R) =e; 1 r+t 
R Z exp [- (Z; 1)RJ Ir(z + 1), z> -1 , 

(23) 

where R is the mean of the distribution and Z is a width 
parameter. r(X) is the Gamma function. The function 
is skewed toward larger sizes, tending to a Gaussian 
form at large values of Z. The distribution approaches 
a delta function at R = R as Z approaches infinity. The 
root mean square deviation from the mean is given by 

(24) 

The integrals (18) and (19) can be performed explicitly. 
The result is 

(25) 

(26) 

where 

Gt(Q) = a-(z+u - (4 +a 2r( Z+1l/2 cos [(Z + + (Z + 2) 

x (Z + 1){a-(Z+3) + (4 + a 2r(Z+3>/2 cos [(Z + 

(27) 

G2(Q) = sin [(Z + 

- (Z + 1)(1 + a 2r1!2 cos [(Z + , 

a = (Z + 1)/QR . 

(28) 

(29) 

Reference 4 has a discussion of light scattering from 
dilute spheres with a Schultz polydispersity, and Eq. 
(3.11) of that reference is equivalent to our Eq. (25), 
except for a constant factor. In addition, Fig. 2 of Ref. 
4 shows p(Q) as a function of QR for various values of Z. 

For completeness we mention that E: in Eq. (22) is 
simply 

(Z + 8)(Z + 7) 
E: = (Z + 1)2 

B. Rectangular distribution 
We define the rectangular distribution as 

IR-RI ::<sW 

IR -RI >W 

(30) 

(31) 

with the constraint that W::<sR. Again, R is the mean of 
the distribution and W is the half-width. The root mean 
square deviation is a R = W 1,13. The evaluation of Eqs. 
(18) and (19) leads to 

, 

(3(Q) = , 

where 

(32) 

(33) 

Ht(Q) = - -NW + + tQ 3W3 -t cos 2QR sinQW cosQW + iQ2R2 cos 2QR sin 2QW + iQ2W2 cos2QR sin2QW 

+Q2 RW sin 2QR cos 2QW + 3QWcos2QR cos2QW +3QWsin2QR sin2QW - 6QR cosQR sinQR cosQWsin QW, 
(34) 

H2(Q) =2 sinQR sinQW -QR cosQR sinQW -QWsinQR cosQW . (35) 

For this distribution, 

1 E: - 3 9 
- 1 + 5r2 + 3r4 + !r6 

7 
(36) 

where r = W IR. 

Figure 1 shows (3 vs QR for various values of the 
polydispersity, = a RIR, both for the Schultz and rect-
angular distributions. Note that for $ O. 20, (3(QR) is 
approximately the same for the two distributions. This 

is in keeping with our earlier statement that the detailed 
shape of the distribution is not critical in this region of 

The most important part of Fig. 1 to examine is 
QR $11, since this is the region where the first interfer-
ence peak of S(Q) will occur. Note the zeroes of J3(QR), 
the first one being between QR equal to 4.0 and 4.5. 
This apparent anomaly is also reflected in the results 
of Ref. 8, where the apparent interparticle structure 
factor shows a peculiar hump around QRmu. 4. 5, Rmu 
being the maximum of the Schultz distribution [Rmu 
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